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Abstract

Liftem, in the essence of practical sicoarons, ssme distribution functiong come up with a
finite miietire model for multiiomial shsereasions. To do inference for the mixture propartion
anl the perameters of o mixtues of tee Noomal distributions using erdered data based oo
evidentinl analysia, we congider che misteading and weak evidenses to obtain the true decision
far nmderlving kypocheses:

Keywords: Statiatical evidence, Likelihood ratio, Finite micture distribation.

1 Introduction

1.1 History of Mixture Madels

The finite mixture problem has quite a lengthy histors, bat in a short view, decomposing a finite
mixture of distributions is o very diffioult problem, as can be seen by looking at Pearson (1894),
Tan and Chang (1972 and Fryer and Robertsan (1972, Also, a full-bool treatment on the subject
of mixture distributions (wich particular emphasia on novmal mistures) is provided by Titterington
et al. [1965). For more details, see MoLachlan and Basford | 1988),

Introduction and surmmary for mixtures of normal distributions dating haclk to ehe laee 1%th century
and the writings of Newcomb {1886) and Pearson (1894), The likelihood approach to the fitting of
mixture models, in partieular novroal mixtures, has singe baen atilized by several anthors, Including
Hosmer (1973 and b, 1974, 1978), Ofneill (1978), Gamsalingam and Melachlan (1978,19704,
1980a),

In this paper, naing evidentinl analysis we do inference for the mixture proportion of the ordemed
data arises from mixture of two avmmetric Nommal distributions,

Suppese the random variabie (rv.) X s distributed as o misture of two Normad distributions lke
as N iy af) and N (g, o3} with the following pdf;

Ixlaip o pg mmd) = 9Ny op) + (1 = QN[5 g, o)
R “(r=wm)®. (1=-g¢ —{z— pa)?
= ok ad o 3
;%{m Pl 2] 1+ o3 ol B ]} {1)

where 0 € < 1.
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1.2 Ordered Data

A aystematic exposition of the theory of order statistics and extremes can be found in books by
David {2003} and Galambos (1981). The problem of the distribution of order statisties in e mial
Dopulations has been ectensively considered in the licerature. For full details, ses Ruben (1954
and Sarhan and Greenberg {1962).

L Statistical Evidence

A1 important role of statistical analysis in science is interpreting observed dats a8 evidence, that
& “what the data sax?”, Although standard statiscicnl methods (hypothesis testing, estimation,
cenfidence intervale) are routinely used for this purposs, the theory behind those methods contains
&g defined concept of evidence and no answer to the basie question "when 3 it cormect to sy that
a given hody of data represent. evidence supporting one statistical hypothesis against another?™ or
0 it sequel “can we give an objective measure of the strength of scatistical evidence™ {Royall
(987}). Emadi and Arghami (2003}, Emadi et al (2006), Arashi and Emadi (2005) and Doostparast
#ai Emadi (2005} have studied some measures of support, for statistical hypotheses. An interesting
astion is how a number of observations verify the mixture of normal distributions | in terms of
the amonnt of statistical evidence they provide about the unknown parameter (), Thia arcicle naes
the probsabilities of obssrving strong misleading evidence and weak evidence for the numbers of
iid observation. We assume that f; is the probability density funetion of a continuous random
varinble X under simple hypotheses Hy, o (i = 1,2). Suppose we can observe the sequenee of id
abeervariong X, Xy, .., wher each 18 distributed az X,

Lt 5 b any measure of support. for one hypotlesis against another with values inthe unit interval,
Then the probabilities of ohserving strong misleading evidenes under Hy, Ha are My = Py =
1=} = Kyl —¢) and My = Fln > e) =1~ Kale), respectively, and the probabilitiea
of weak evidence under Hy and Hy are Wy = Pyl — ¢ < n < o= Kyle) — Kyl - ) and
Wy'= Piil~e < p < &) = Kyje) - Kaf1—a}, respectively (see, Ropall (2000)). Heme, D5 <e = 1,
18 8 threshold of strong evidence, and Ky and Ky are odf®s of 5 ander &y and Ha, respectively,
Lat ) b the likelihood ratio for the competing hypothesea Hy 08 = &) and By 0 @ = 8, 90 chat

12

Through out. the paper we shall use 5 = A/() + 1) as a measure of support for B, against Hy.

2 Design

I this seetion, using ordered data achieved from the moded in (1), we study the svidential inference
-}Eh]&m of thee mixture proportion based on the parameters of normal,
simplicity, suppose the parameters in (1) have changed due to

M= =gt o=, d=dr 13

Where i and o are known, aoand 8 are unknown.
,_3#1:.12. vy Xy e oo orovs obtained from the model in {13 by the parameters in (4], Denote
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the ardered data by X, Xy -0 Ay The pdf of ordered data is as
(2]
Py gy o X (e 8.g) = 0! [[ldN (i o™y + {1 = 838 (2, 0+, )] (4)
il

Following, two groups of hypotheses are considersd for the mixture proporcion in che underlving
madel. By the statistical evidences in ordered data for each hypothesis in one group, the sompe-
fition betweon B and My has ansbyeod,

Prooess is repeaced r= 10000 times for n=00, 100, 200 r.vs obtained from the mixture model in (5,
Walues of M1, M2, W1 and W2 are found using {3) based on ordered data, in order to achisee the
underlving goal, We have veed the packages Mapls 9.5 and Minitab 14 to do numerie computations.

i it =05
Groupl = { Hy b= 075 1)
. 7 - Hl-":ﬂ'=|-'|lﬁ
el b { Hy : b = 0.25 (8)

2.1 Simulation

The scheme of sampling for the simulathon is much impartant ta find the coreect vesults, It changes
due to the hvpothesis as follows.

L) For hypothesis & = 0.5, we take one random sample from discrete uniform in ][O, 1] iF e
obtaing 0, thes we will take one random sample from 8, 2, and it will be from N+ a, 320
if it ia 1.

2) bor hypothesis ¢ = 0,25, we take one random sample from discrece uniform fn D0, 3); 3 in
abstaing O then we will take one random sample from N i o), and it will be from N+ a, 922
if it is mot.

3} For hypothesis ¢ = 0.75, we take one random sample from discrete uniform in Lo, 3] 0 i
cbtaing 0, then we will take one random sample from N+, 920, and it will be from Mip.o?)
if it 18 not,

Fur study the behavior of vadation of mixture model with rospect to{w.r.t) location and scale
paramerers in each normal distribution, we use slmulation for some parameters o and # for the
twe groups of hypotheses, The graphical results for each group of parameters are as the same in
thi: special case o = 3 with = 1,25 in Groupl of hvpothesis,

2.2 Concluding Remarks

{1} For fix parameter o, the value of M1 ig increasing wort @ Furthermare, M1 ia quita low, and
the proces: of inereasing behave in s low maoner.

(2) Like as (1), under the hypothesis o = 0.75 the probability of weak evidences or strong mis-
lending evidence of Hy highly incroasing wor.t

3} The probabilicy of weak evidences under &y and Iy sharply increasing w.r.c /1.

[4) Smaller seale parameter canses smalles strong misleading and woak evidences,

(5} Emadi et al (2005) introduced aptimality criteria (00) s

OC = 2[M1+ M2+ (W1+W2),
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Smaller value of 0 shows that, evidential analysia has gmaller fanlts,
In the Tablel averages of OO are computed for the bypotheses of Groupl. From Tablel, we could
find that
= Plot of O w.r.t the parameter @ i unimedal, has & maximum point, which varies as changes:
for small values of o the maximum of O orenrs for small parameter 7 and OC increases when 3
Tt Asey .
s Fur fixed parameter o, the masimum value of OC decreases when the number of observations
(n) incroasas.
= = s Whim the parameter o increases, the exact value of parsmeter § where the masdmuorm of OO
QECIES, Increases,
Tablel, Averages for OO

Paramaeters n=50 | n=100 [ n=200
a=1,Fm1 [ I.IG40 | 07276 | 0.2343
a=df= L5180 | 01904 | 00485
a=a 4= (L21TH | (L0566 | L0206
S

a=1,9=15] L2 [ 0.0000 | 04708
j 8 | 0.2 | 09306 | 0.0085
=6, =15 [ V2489 | 00632 | D.0014

a=10=2 | L2070 | 0.7800 | 0.2606
a=2349=2 | 0.8407 | 04102 | (,1304
a=0,40=2 [ 02830 | 0.0740 | (.05

e=}0=0F[ 10427 | 0.6104 | 0.2514
a=2 §=25[DA3ET [ 0.4234 0.1407 |
o = 5, =25 | 0,330 | (.0080 | 00050

a=1,4=3 [ 09268 [ (.5008 | 01790
| a=27=3 | 08165 | 09806 | 0.1211
a=548=0 | 03815 [ 01227 | O.0408
o=10=>05 | 6445 [ 0.2713 | 0.0750
a=2d=F§ | 06153 | (.2600 | D.00G8T
a=0,4=35 | 04787 [ 0.1664 | 00400
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