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Abstract. Petrov (1996) proved the connection between general
moment conditions and the applicability of the strong law of large
numbers to a sequence of pairwise independent and identically dis-
tributed random variables. This note examines this connection to a
sequence of pairwise negative quadrant dependent (NQD) and identi-
cally distributed random variables. As a consequence of the main the-
orem (Theorem 2.1), we arrive at an improvement of Marcinkiewicz–
Zygmund theorem for pairwise NQD random variables.

1 Introduction

Let {Xn, n ≥ 1} be a sequence of independent and identically dis-
tributed random variables. There are two famous theorems on the
strong law of large numbers for such a sequence: Kolmogorov’s the-
orem and Marcinkiewicz-Zygmund theorem (see a.g. Loeve, 1963
or Stout, 1974). In what follows, we put Sn =

∑n
k=1 Xk. Accord-

ing to Kolmogorov’s theorem, there exists a constant b such that
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Sn/n → b a.s. if and only if E|X1| < ∞; if the later condition is
satisfied then b = EX1. By the Marcinkiewicz-Zygmund theorem,
if 0 < p < 2 then the relations (Sn − nb)/n1/p → 0 a.s., and
E|X1|p < ∞ are equivalent. Here b = 0 if 0 < p < 1 and b = EX1 if
1 ≤ p < 2.

Etemadi (1981) proved that Kolmogorov’s theorem remains true
if we replace the independence condition by the weaker condition of
pairwise independence of random variables X1, X2, ... Petrov (1996)
proved the connection between general moment conditions and the
applicability of the strong law of large numbers to a sequence of pair-
wise independent and identically distributed random variables. We
extend his result to pairwise NQD random variables.

Definition 1.1. A sequence of random variables {Xn, n ≥ 1} is
said to be pairwise negative quadrant dependent (NQD) if

P (Xi > x,Xj > y) ≤ P (Xi > x)P (Xj > y)

for all x, y ∈ IR and for all i, j ≥ 1, i 6= j.

This definition was introduced by Lehmann (1966). Matula (1992)
proved that Kolmogorov’s theorem remains true if we replace the
pairwise independence condition by the weaker condition of pairwise
NQD of random variables X1, X2, ...

2 Main result

In order to prove the main theorem (Theorem 2.1), we shall state the
following lemmas for later references. These lemmas can be found in
Matula (1992).

Lemma 2.1. Let (Ω, F, P ) be a probability space and {An, n ∈ N}
a sequence of events. If

∑∞
n=1 P (An) < ∞, then P (lim sup An) = 0,

if
∑∞

n=1 P (An) = ∞ and P (Ak ∩ Am) ≤ P (Ak)P (Am) for k 6= m,
then P (lim supAn) = 1.

Lemma 2.2. If {Xn, n ∈ N} is a sequence of pairwise NQD ran-
dom variables, {fn, n ∈ N} a sequence of nondecreasing functions
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fn : IR → IR, then {fn(Xn), n ∈ N} are also pairwise NQD.

Theorem 2.1. Let {Xn, n ≥ 1} be a sequence of pairwise NQD
random variables. Suppose

an = f−1(n) (1)

for an even continuous, positive and strictly increasing function f on
IR+ such that f(x) →∞ as x →∞. If

Sn

an
→ 0 a.s. (2)

then
Ef(X1) < ∞. (3)

Proof. By the properties of f , since an−1/an ≤ 1, we observe that
the equality

Xn

an
=

Sn

an
− Sn−1

an−1
.
an−1

an

and (2), imply the relation

Xn

an
→ 0 a.s.

So,
X+

n

an
→ 0 a.s. ,

X−n
an

→ 0 a.s.,

where x+ = max(0, x) and x− = max(0,−x).

It is easy to verify that {−Xn, n ≥ 1} is a sequence of pairwise
NQD random variables, thus taking into account Lemma 2.2 we see
that {X+

n , n ≥ 1} and {X−n , n ≥ 1} are pairwise NQD. Defining the
following events ,

An = [X+
n >

an

3
], Bn = [X−n >

an

3
],

for n ≥ 1, we have

P (Ak∩Al) ≤ P (Ak)P (Al), P (Bk∩Bl) ≤ P (Bk)P (Bl) for k 6= l.

By lemma 2.1 if
∑∞

n=1 P (An) diverges then P (An i.o. ) = 1 contrary
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to the almost sure convergence of X+
n /an to zero. Therefore

∞∑
n=1

P (X+
n >

an

3
) < ∞.

The same argument for X−n /an yields
∞∑

n=1

P (X−n >
an

3
) < ∞.

Thus
∞∑

n=1

P (|Xn| ≥ an) ≤
∞∑

n=1

P (X+
n >

an

3
) +

∞∑
n=1

P (X−n >
an

3
) < ∞,

or ∞∑
n=1

P (|X1| ≥ f−1(n)) < ∞.

Consequently,
∞∑

n=1

P (f(X1) ≥ n) < ∞. (4)

For an arbitrary random variable Y the conditions
∑∞

n=1 P (|Y | ≥
n) < ∞ and E|Y | < ∞ are equivalent. (See e.g. Chung (2001), page
45.) Therefore, it follows from (4) that (3) holds. Theorem 2.1 is
proved.

If we consider f(x) = |x|p, p > 0, we have an = f−1(n) = n1/p.
By Theorem 2.1, the relation

Sn − nb

n1/p
→ 0 a.s.,

for some b ∈ IR implies that E|X1|p < ∞ assuming pairwise NQD.
Thus we arrive at an improvement of Marcinkiewicz-Zygmund theo-
rem for pairwise NQD random variables.

The following theorem can be found in Petrov (1996). Note that
there is no independence (or dependence) condition in the following
theorem.

Theorem 2.2. Let {Xn, n ≥ 1} be a sequence of identically dis-
tributed random variables. If

∞∑
k=n

1
ak

= O(
n

an
), (5)

Archive of SID

www.SID.ir



A Note on the Strong Law of Large Numbers 111

then (3) implies (2).

It follows from Theorems 2.1 and 2.2 that if {Xn, n ≥ 1} is a
sequence of pairwise NQD identically distributed random variables
and if (5) is satisfied then (2) and (3) are equivalent. Note that we
cannot omit condition (5) in Theorem 2.2. For an example see Petrov
(1996).
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