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ABSTRACT. Let {¥}, ~00 < j < 0o} be a doubly infinite sequence of iid
r-v’s with sero means and finite variance.Suppose that {ej,—o0 <
J < oo} is an absolutely summable sequence of real numbers and
X = £ _ o0 ¢j44Y;. Under some suitable conditions many limiting
results have been obtained for Moving-average process { X,k > 1}
when {¥1,~00 < n < oo} is a doubly infinite sequence of depen-
dence random variables. For example, Li.et.al.(1992),Zhang (1996),
Li (2008),Li and Zhang (2004). The case of dependent r.v.’s dom-
inated by random variable such that E|Y|? < oo for all 1 <p<2,
Sadeghi and bozorgnia (1994) derived complete convergence of the
sequence {1 ¥ X, .n > 1}. Sub-gaussianity properties of rv.’s
are important features, since they allow us to drive results concern-
ing, Large deviations inequalities, strong limit theorems of weighted
sums and convergence of series of dependence random variables, ( see
Antonini, et.al.(2008)). Many authors studied on sub-gaussian and
more general y-sub-gaussian r.v.’s, for example Amini, et.al.(2004)
and (2007), Antonini et.al. (2006) and (2008). In this Ppaper, study
the complete convergence of sequence {37 X, n > 1} under
some suitable conditions on the sequence {c;}, when ¥, -0 <j <
o0} is & doubly infinite sequence of negative dependence sub-gaussian
*V'8 with 7(Y;) < a for all j. In addition, we prove that for all
P>1/2,and 8> 0 and € >0, o nPP| ka1 Xi| > en?] < oo,

n=1
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1. MAIN RESULTS o sub-gaussian uit
In this section, we drive the complete convergence of sequence bz Y7 X, for

each p > 1/2, under negative dependence sub-gaussian assumptions. Moreover we

obtain rate of complete convergence of this sequence.

Definition 1.1. A symmetric random variable X is said to be sub-gaussian random Where ani = Ljot
variable, if there exists a nonnegative real number @ such that for each real num- Theorem 1.5. L
ber ¢, Be® < exp[#4£]. The number, 7(X) = inf{a > 0: B(e*¥) < exp|@2£], t e dependence sub-ga
R}, will be called the Gaussian standard of the random variable X. It is evident that Z;‘;im CirnYj

X will be a sub-gaussian random variable if and only if 7(X) < co. A sub-gaussian i) Suppose that {¢;
random variable X always satisfies the relations E(X) = 0 and E(X?) < r2(X). If T2 eci= e Th

even E(X?) = 72(X), then X is called strictly sub-gaussian. Obviously, if X is a
sub-gaussian random variable and a is a real number (a # 0), then aX is a gener-
alized Gaussian random variable with 7(X) = [a|r(X). (See Buldying et.al.(1980),
Chow (1966), Ouy (1976) and Taylor and Hu (1987) for additional properties.)

Lemma 1.2. (/7)) Let 72 c; be an absolutely convergence series of real num- !
bers with ¢ = Y52 ¢, then for all k > 1,

i=—00

i+n

T i DI
n—oo n g

i=—00 j=itl

where Xy =5

Corollary 1.3. Let Y02 ¢; be an absolutely convergence series of real num- The following I
bers such that 35 ¢, then we have limp.oo 2 5520 | 50, ¢ = ¢2, and uondltlm.ls. on {c;}
1T R ) iy | Sl S e Proposition 1.6.
2= -
with g = 1, ¢j =
The following lemma that is based on our work, gives us to estimate the sub- p>1/2

gaussian standard of moving-average process X, and Y _; X.

Lemma 1.4. Let {Y;,—00 < j < oo} be a doubly infinite sequence of nega-
tive dependence sub-gaussian r.v.’s with 7(Y;) < « for all j, finite bariance and
{ej, —00 < j < 00} is a sequence of real numbers such that ¥ ¢j = ¢ < 00.

Then i) The random variable X, = Y52 cni;Yj is sub-gaussian random variable
with

Theorem 1.7.
dependence sub-g
i) Suppose that {i

ii) Let {cj,j 2 0]

¢; = ¢ and

5

then the stateme

where ani = Tkl o

iti) Let ¢; =0 for all j <0, take Xy, = 325 ¢;Yn;, then the random variable X,
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s 6 sub-gaussian with 7(X,) < 20,/3°22 ¢, and the random variable Y"°_, Xy is
@ sub-gaussian with

Where an; = Y777, 1 ¢; and bog = Y}
Theorem 1.5. Let {Yj,~00 < j < 00} be a doubly infinite sequence of negative
dependence sub-gaussian r.v.’s with 7(Y;) < a for all j, finite variance and X, =
Yeoo CitnYi -

i) Suppose that {c;} s an absolutely summable sequence of real numbers such that
Y5 o ¢j =c. Then for all p>1/2,

j=—oo
e

5 2 Xk — 0, completely
k=1

it) Let {c;,j > 0} be an absolutely summable sequence of real numbers such that
Yioci = c. Then for allp>1/2,
1

n
= > X =0, completely
I

k=1

where Xy = 2 ¢iYij, for all k>1,.

The following Proposition show that moving-average process {X,} under some
conditions on {c;} is pairwise negative dependence.
Proposition 1.6. Let {Y}, —0o < j < 0o} be a sequence of iid standard Gaussian
withco =1, ¢j = —p7, j 21,0 < f < 75, and Xy = 3332 ¢;Ya—j, then for every
p>1/2
1

nP

Z X) — 0, completely as n — oco.
k=1

Theorem 1.7. Let {Y}, —00 < j < 00} be a doubly infinite sequence of negative
dependence sub-gaus 0.8 with 7(Y;) < a for all j, and Xp = 352, cinY.
i) Suppose that {c;} is an absolutely summable sequence of real numbers such that
el Ifp > 1/2,then for all #> 0 and & > 0,

j=—o00 Cj
Eeed’
S nPP(Y Xkl > en?) < co. (1)
=t =

ii) Let {cj,j > 0} is an absolutely summable sequence of real numbers such that

Yoot = ¢ and Xy = $2¢Yk—j, k > 1, and p,r satisfy in above condition,

then the statement (1) is valid.
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