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Abstract:

  A new neural network model for solving fuzzy shortest path problem is proposed. We solved the neural network model with Euler method. This model can be applied for solving  any  fuzzy linear programming problem with fuzzy coefficients in objective function.
1. Model definition

A fuzzy shortest path problem can be formulated as follows:
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    This problem is one of the important models in theory of networks. Many problems in applications such as transportation, communication and routing can be modeled as a shortest path problem (SPP). There are several traditional algorithms for solving this special linear programming problem such as simplex method ( see [1]) or Dijkstra algorithm (See [2]). But in real world phenomena the arc lengths (
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's ) are not really known and so they aren't crisp. In this condition we can formulate a fuzzy shortest path problem (FSPP), where 
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 's are (triangular or trapezoidal) fuzzy numbers . Yinzhen et al ([3]), solved FSPP with a neural network. Their method was based on penalization. Here we introduce a more simple fuzzy neural network as follows.
2. Solving Method

To solve  FSPP,  we introduce the following fuzzy optimization problem:
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Where A is the matrix of technological coefficients for FSPP. (Note that here for simplicity and to save space, we skipped most fuzzy introductory requirements and just state some results ) .
  Theorem 2.1 (see [4]). Suppose 
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is a fuzzy function with 
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 is differentiable ( fuzzy differentiable), then 
[image: image8.wmf])

,

(

),

,

(

a

a

t

f

t

f

 are differentiable functions and we have : 
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    Definition 2. 1 (see [4]). Let 
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be a fuzzy mapping (E is the set of all fuzzy numbers), where 
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 is an open subset of
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stands for the partial differentiation with respect to the i th variable
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) have continuous partial derivatives. Define:           
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   If for each i=1,...,n,  (3),   defines  the 
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cuts of a fuzzy number, then we will say that 
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is differentiable at x , and we write :
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the gradient of fuzzy function 
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     Theorem2. 2 (see [4]). Let 
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be a differentiable fuzzy function at 
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 is a point of local minimum then
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     If we apply theorem 2.2 for problem (2), we should have:
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 . Now according this, we introduce the neural network model as:
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We proved that this model is convergent to the optimal solution of FSPP. Note that here 
[image: image33.wmf]x

 is not fuzzy and 
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 stands for fuzzy derivative of  
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 . Now we can solve (4) with any numerical methods (for solving fuzzy differential equations). We solved this neural network model with Euler method.
3. Conclusions
In this extended abstract of our paper, we proposed a new neural network model for solving fuzzy shortest path problem. This method can be applied for solving any fuzzy linear programming problem with fuzzy coefficients in the objective function. Quickly convergence, simple computer programming and applicability for large networks are some advantages of this method.
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