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Abstract-A more general class of broadcast channels
with conditionally independent message sets is defined and its
capacity region is determined using Marton’s inner bound and
the outer bound considered by Nair and El Gamal. The
capacity region for this class of channels includes the capacity
region for broadcast channels with degraded message sets,
semi-deterministic ~ broadcast  channels,  deterministic
broadcast channels with and without common information,
less noisy and (special) more capable broadcast channels.

L. INTRODUCTION

The two receiver memoryless broadcast channel
(X ,p(y,z|x),Y X Z) consists of three finite sets X (input
alphabet), UY,Z (output alphabets) and a collection of
probability distributions p(y,z|x) on Y X Z , one for each
x € X. Without loss of generality, it is assumed that the
channel components are independent, i.e. , given an input
letter x, two output letters y and z are generated independently
of each other. The nth extension of the broadcast channel
X, p(y,zlx) , Y X Z) is the broadcast channel

(X" P (X,g|£) , Y™ x Z”), where x , y and z indicate

the vectors x = (xq, -, %) , ¥ = (¥1,**,Yn) and 2

= (zq,*, zy) respectively and p (X. Z|£)

n
= 1_[ pi zilx) .
i=1

Three sources W, U,V (random variables) are defined on the
set of integers W = [1,2"R0] , U = [1,2™R1],V = [1,2"Rz2],
respectively, where u € U and v €V are private messages
and w € W is a common message. We assume that W, U,V
are generated independently and equiprobably over W, U, V,
respectively. Also for the random variables (WUVXYZ), we
have Markov chains WUV —- X —YZ (1)

Therefore, a broadcast channel (X ,p(y,z|x),Y X 2Z)
can be shown by the Fig.1 .

Y
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Fig.1 Broadcast channel

A ((Z"R0 ,2MR1 2nR2) ,n) code for a broadcast channel
consists of three sets of integers W = [1,2"R0],
U =[1,2"],V = [1,2"”2] | an encoding function x: W X
UXV—> X"

and two decoding functions

g1 Yr—=wxU; gl(X)=(W,ﬁ) 2)

g Z" > WXV ; gz(g) = (VI:/,I?) 3)

The set {g(w, w,v) ¢ (w,u,v) EW XUX V} is called the
set of codewords. Assuming a uniform distribution on the set
of messages W X U x V . we can define P} and P, to be the

average probabilities of error at the decoders g; and g,
respectively:

P
1
= SR TRiTRD P(g1(Y) # w,w)|w,w,v) sent) (4)
(W, u,v) EWXUXV
P
1
= SRR P(g2(2) # w,v)|(w,u,v) sent) (5)

(Wu,v) EWXUXV

The rate (Ry,R,,R;) is said to be achievabe by a
broadcast channel if, for any € >0 , there exists for all
sufficiently large n, a ((2"Fo,2"R1 , 2nRz2) ,n) code such that
max {PJ;,PJ;} <eg.

The capacity region C for the broadcast channel is the set
of all achievable rates (R, ,R; , R;) .

The broadcast channel was first introduced by Cover in

his pioneering work [1]. Since then the problem of
determining the capacity region has been investigated
extensively and complete solutions for special classes,
including the degraded broadcast channels [2],[3],[4],
broadcast channels with degraded message sets [5], less noisy
[6], more capable [7], deterministic with no common message
[8],[9], semi-deterministic [10], deterministic with common
massage [11] channels. Also, general inner bounds
[12],[13],[14] and outer bounds [14],[15] have been
established. Recently an outer bound [16] has been found that
is strictly tighter than other outer bounds.
Additionally, broadcast channels with confidential messages
[17], broadcast channels with cooperating decoders [18],
wide-band broadcast channels [19], [20] and broadcast
channels with relay [21], [22] have been studied.

In this paper, we define a more general class of broadcast
channels and determine its capacity region using the Marton’s
inner bound [14] and Nair, El Gamal’s outer bound [16].
Then, we show that this capacity region includes the capacity
regions for the broadcast channels with degraded message
sets, semi-deterministic, deterministic with and without
common message, less noisy and (special) more capable
broadcast channels. Finally, a conclusion is prepared.
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I1. Broadcast Channels with Conditionally
Independent Message Sets

First, we recall (a) the known capacity theorems for
broadcast channels, (b) two theorems, the inner bound
theorem [14, theorem 2] and the other, the outer bound
theorem [16, theorems 2.1 and 3.1] and then (c) introduce the
definition of broadcast channel with conditionally independent
message sets and derive its capacity region and special cases.

(a) The Known Capacity Theorems for Broadcast
Channels:

(a-1) The degraded broadcast channel [2],[3],[4] : The
capacity region of the degraded broadcast channel X — Z —
Y (in Fig.1, W = @,V = X) is the convex hull of the closure
of all (R, , R,) satisfying :

R, < I(U;Y),R, < I(X; Z|U)
for some joint distribution p(u) p(x|w) p(y, z|x).

(a-2) Capability degraded broadcast channels (less noisy
and more capable broadcast channels) :

(1)) By W =@,V = X in Fig.1, if the condition I(U;Y) <
I(U; Z) is satisfied for every p(u) p(x|u) p(y, z|x), then, the
channel is said to be a less noisy channel the capacity region
of which is given by :

R, < I(U;Y) R, < I(X; Z|U) [6].

(i) In Fig.l (U=9@,WV =1X), if the condition
I(X;Y) < I(X; Z) is satisfied for every probability distribution
on X, then, the channel is said to be more capable channel the
capacity region of which is given by :

Ry <I(W;Y),Ry+R, <I(X;Z),Ry+ R, <I(W;Y) +
1(X; Z\W) [7].

(a-3) Broadcast channel with degraded message sets: By
U = @, Fig.1 indicates a broadcast channel with degraded
message sets and R; = 0. By WV = X, its capacity region is
Ry < I(W;Y),Ry+ R, < I(X;2),R, <I(X;Z|IW), asin
[5]-

(a-4) Semi-deterministic broadcast channels [10] : In
Fig.1, if W =@,Y = f(X) or Z = g(X), then, the channel is
a semi-deterministic one and the capacity region for Y = f(X)
is:

Ry <H(Y),R,<IWV;Z),Ry+R, <I(V;Z)+H(Y|V)

(a-5) Deterministic broadcast channels with and without
common message [8],[9],[11]: In Fig.1, if ¥ = f(X) and
Z = g(X),then, the channel is a deterministic one by the
capacity region:

R, <I(W;Y) +H(Y|W),R,
<IW;Z)+H(Z|W),R, +R,
<min{I(W;Y),I(W;2)}+ HYZ|W)

(b) The inner bound theorem [14, theorem 2] : The set
of rate triples (Ry , Ry , R,) satisfying :

Ry =Ry + Ry < I(WU;Y) (6-2)
R, =Ro+R, <I(WV;2) (6-b)
Ry +R, = Ry + Ry + Ry Smin {I(W;Y) , I(W; 2)} + I(U; YIW) + I(V; ZIW) = I(U; VIW) = A (6¢)

for some p(uvwx) p(y, z|x), is achievable.
The outer bound theorem [16, theorems 2.1 and 3.1] :
The set of rate triples (R, , R; , R,) satisfying :

Ry < min{I(W; Y), 1(W; Z)}
! Ro+ R, < I(UW;Y) (7-a)
Ro+R, < I(WV;Z) (7-b)
Ro+ R, + R, <min {B = I[UW;Y) + I(V; ZIUW) ,C = IVW; Z) + I(U; Y[VW)} = D (7-c)

for some joint distribution of the form

{p(u. v,w,%) p(y, 21x) = p(w) p(v) p(wlv, 1) pCxlu, v, w) v, 2x) W £ 8 (8)
p(u,v,x) p(y, z|x) = p(w,v) p(x|w, v) p(y, z|x) W=0 9

constitutes an outer bound to the capacity region for the

broadcast channel.

(¢) The broadcast channel with conditionally
independent message sets and its capacity region:
Definition : A broadcast channel (X ,p(y, z|x),Y X Z) with
auxiliary random variables W, U,V is said to be a broadcast
channel with conditionally independent message sets if
(WUVXYZ) satisfy:

V-WZI—->U (10-a)
{I(W: Y)<I(W;Z) (10-b)
for every general distribution of the form (8) or (9).
Theorem : The set of rate triples (R, , R, , R,) satisfying:

Ry =R+ Ry < I(WU;Y) (11-a)
R, =Ry + R, < I(WV;2) (11-b)
Ry +R, =Ry + Ry + R, < I(WU;Y) + I(V;ZIUW) = B (l1-c)

constitutes the capacity region for a broadcast channel with
conditionally independent message sets.
Remark : The relations (10-a,b) can be replaced by (12-a,b)
below (V2 UandY 27):
{U — WY >V (12-a)

I(W;2) < 1(W;Y) (12-b)
Then, from (11-a,b,c) by the replacements ( V2 U,Y 2
Z ,R, 2 R, ), the new capacity region (13-a,b,c) is obtained:

Ry =Ry + Ry < I(WU;Y) (13-a)
R, =Ry + R, < I(WV;2) (13-b)
Ry+R, =Ry +R;,+Ry < C=I1VW;2) +I1(U;Y[VW) (13-c)

The proof of theorem :

Achievability : The relations (11-a,b) are trivial from (6-a,b).
And (11-c) is obtained from (6-c) :

Ry+R+R, < A=min{I(W;Y),I(W;Z)} +I(U;Y|W) +

(10-b)
I(V; Z\W) = I(U; VW) =" I(UW;Y)+I(V;ZIW) —

I(U; VW) =
0-a)

a
IUW;Y) — HV|WZ) + HV|UW) = I(UW;Y) —
HW|WZU) + HV|UW) = [(UW;Y) + I(V; Z|UW) = B,
therefore,
Ro+ R, +R, <A=B=I1UW;Y)+IV;ZIUW) (14)

Converse : The relations (11-a,b) are trivial from (7-a,b).
And from (7-c) we have :

Ry + R, + R, <D =min{B,C} @ min{A,C}<A=B,
that is, the inner bound (6-c) coincides with the outer bound
(7-c). Then the proof is complete.

Remark : For a broadcast channel with (12-a,b), the
capacity region is (13-a,b,c), instead of (11-a,b,c).

Special cases of theorem :

(a) by U = @, Fig.1 indicates a broadcast channel with
degraded message sets and R, = 0. By WV = X, we have :
(11-a) = Ry <I(W;Y) (15-a)

(11-b) = Ry + R, <IWV;Z) =1(X;Z) (15-b)
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(11-c) = Ry+R, <IW;Y)+I1(V;Z|W) < I(W;Z) +
1(V;ZIW) = I(WV; Z) = I(X; Z) (15-c)
(15-a0) = R, <I(V;ZIW)=I1(X;ZIW) (15-d)

That is, (15-a,b,d) show the capacity region for the broadcast
channel with degraded message sets as in [5].

() If Z=g(X), by W =0 and V =Z, (10-a,b) are
satisfied and (11-a,b,c) give the capacity region for semi-
deterministic broadcast channel as in [10] :

(11-a) = R, <I(U;Y)
(11-b)y = R, <H()
(11-c) = Ry +R, <IU;Y)+H(Z|U)

o If Y=f(X),by Y=U,W =0, the conditions
(12-a,b) are satisfied and the corresponding capacity region
(13-a,b,c) gives the capacity for semi-deterministic broadcast
channel :

R, <HY),R,<I(V;Z),R, +R, <I(V;Z) + H(Y|V)

@If Y=fX)and Z=gX) ,byW=0,V=2,
U=Y , (1l-ab,c) give the capacity for deterministic
broadcast channel without common message :

R,<H(Y),R,<H(Z),R,+R,<H(Y;Z)

@If Y=fX)and Z=gX) ,byW =0,V =727,
Y=U, (11-a,b,c) and (13-a,b,c) give the capacity region for
deterministic broadcast channel with common message as in
[117:

R, <IW;Y)+H(Y|W),R,
<IW;Z)+H(ZIW),R, +R,
<min{I(W;Y),I(W;Z)}+ H(YZ|W)

By W=0,V=X,(10-) = V=X—
Z—U (16),
and (16) and ((1) > (YZ - X — U)) = IU;X)=
1(U;Z) 17),
and ((1) > (Y =X —>oU)) = I(U;Y)<IU;X)
(18),
and (17,18) = I(U;Y)<I(U;Z) =  channelis
a less noisy channel [6],
and then
(11-a) = R, <I(U;Y)
(11-b) = R, <IV;2)=1(X;2)
(11) = R, +R, <IWU;Y)+I1(X;Z|U) <I(U;2) +

I1(X;Z|U) =1(X; Z)
So, we have: R, <I(U;Y),R, <I(X;Z|U) .
®
(1) If (Z is more capable than Y) means that every private
message to Y is always a common message for both Y and Z,
then, we can put U = @ in Fig.l and hence WV = X, then
from (11-a,b,c), the capacity region as for more capable
channels in [7] is as follows:
Ry <IW;Y),Ry+R, <I(X;Z),Ry+R,
<IW;Y)+I(V; Z|W)
=I(W;Y) + I(X; Z|W)
(ii) If merely we have (10-a,b), then, by U =0 , WV =
X and special condition V — W — Y , we have :

285

1(X;2) = I(W;2) + 1(V; ZIW) = T(W;Y) + [(V; Y|W) =
I(X;Y), that is, the channel is more capable.

III.CONCLUSION
A more general class of broadcast channels was defined
the capacity region of which includes the capacity region for
broadcast channels with degraded message sets, semi-
deterministic, deterministic with and without common
message, less noisy and (special) more capable broadcast
channels.
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