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a b s t r a c t

In wireless multimedia sensor networks (WMSNs) a sensor node may have different types
of sensor which gather different kinds of data. To support quality of service (QoS) require-
ments for multimedia applications having a reliable and fair transport protocol is neces-
sary. One of the main objectives of the transport layer in WMSNs is congestion control.
We observe that the information provided may have different levels of importance and
argue that sensor networks should be willing to spend more resources in disseminating
packets carrying more important information. Some applications of WMSNs may need to
send real time traffic toward the sink node. This real time traffic requires low latency
and high reliability so that immediate remedial and defensive actions can be taken when
needed. Therefore, similar to wired networks, service differentiation in wireless sensor net-
works is also an important issue. We present a priority-based rate control mechanism for
congestion control and service differentiation in WMSNs. We distinguish high priority real
time traffic from low priority non-real time traffic, and service the input traffic based on its
priority. Simulation results confirm the superior performance of the proposed model with
respect to delays, delay variation and loss probability.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

A wireless multimedia sensor network (WMSN) [1] is a
set of sensor nodes, whereby the nodes are equipped with
multimedia devices such as cameras and microphones.
Thus a WMSN will have the capability to transmit multi-
media data, such as still pictures, stream video, voice, ani-
mal sounds and monitoring data. One of the most
important requirements of applications in WMSNs is the
low delay bounds. Some applications of WMSNs also need
relative resilience to losses. WMSNs can support different
types of traffic classes. The required reliability and delay
guarantees can be provided by communication protocols
with real-time support.
. All rights reserved.
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Similar to wireless sensor networks (WSNs) [2], appli-
cations of WMSNs share different characteristics, such as
resource constraints, unbalanced mixture traffic, data
redundancy, network dynamics and energy balance. There
are many different resource constraints in WMSNs involv-
ing energy, bandwidth, memory, buffer size and processing
capability. Given the physically small nature of the sensors,
and that multimedia applications typically produce huge
volumes of data requiring high transmission rates and
extensive processing, a fundamental concern in WMSNs
is the issue of power consumption. Thus, developing proto-
cols, algorithms and architectures to maximize the net-
work lifetime while satisfying the quality of service
requirements of the applications represents a critical prob-
lem. In most WSN and WMSN applications, traffic mainly
flows from a large number of sensor nodes to a base station
(sink) node. Therefore, to meet the quality of service
requirements and to use the network resources in a
fair and efficient manner, this characteristic of WMSNs
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becomes a concern, and must be considered. Furthermore,
given the relatively high redundancy in the sensor data,
techniques such as data compression, data fusion and
aggregation are very important in maintaining robustness,
while decreasing redundancy in the data. Another impor-
tant characteristic of WSNs and WMSNs is the dynamic
changes in topology and the unreliable nature of wireless
networks. This is primarily due to changes in node mobility
and/or wireless channel failure. To meet quality of service
requirements, these natural characteristics of this kind of
networks must be considered in designing the required
protocols.

In many applications of wireless multimedia sensor
networks (WMSNs), a sensor node may have different
kinds of sensor which gather different kinds of data [1].
We observe that the information provided may have differ-
ent levels of importance and argue that the sensor net-
works should be willing to spend more resources in
disseminating packets carrying more important informa-
tion. In heterogeneous multimedia sensor networks, a
wireless node may contain different sensors including:
audio sensor, video sensor and scalar sensor. As the prior-
ity of theses heterogeneous traffics are not the same, it is
important to consider differentiated services architecture
in these networks. Similar to wired networks, in wireless
multimedia sensor networks, there exist two types of traf-
fic, real time and non-real time. Real-time traffic has hard
time constraints such as delay and jitter while being more
tolerant to packet losses. As this kind of traffic is too
important, usually there is no transmission rate control
for real-time traffic. However, to avoid congestion collapse
and unfair resource sharing, there is a need for an effective
rate control protocol for real-time flows. For some applica-
tions of WMSNs, there may be need to send real time traf-
fic with low latency and high reliability toward the sink
node in order to facilitate immediate remedial and defen-
sive actions. For example, in a typical intruder detection
system, data are sent to a basic station (sink node) period-
ically. However, whenever an important event occurs in
the system, the sensor node that detected the event should
send some alarm message to the sink. This alarm messages
could take the form of multiple packets containing infor-
mation such as the time and place of intrusion. Usually this
kind of high priority traffic is bursty. That is, high priority
traffic is generated only within a short period of time while
low priority traffics usually exist in the network and pro-
duce thousands of packets generated periodically. Thus
service differentiation is very important in sensor net-
works, especially in WMSNs. To provide service differenti-
ation in WMSNs, it is necessary to assign a different
priority to each traffic source.

To provide end-to-end QoS on an IP based network, the
internet engineering task force (IETF) defined the differen-
tiated services (DiffServ) model [3–5]. In this paper, start-
ing with the priority based congestion control protocol
(PCCP) [6], we develop a model for WMSNs which can pro-
vide requested quality of service for each traffic class. In
practice, QoS provision is necessary in all layers of the
WSN architecture. The QoS requirements in the application
layer are specified by the users. Some parameters such as
system lifetime, response time, data novelty, detection
probability, data reliability and data resolution are defined
at the application layer. In the network layer some QoS
requirements such as: path latency, routing maintenance,
congestion probability, routing robustness and energy effi-
ciency are defined. In the MAC layer the communication
range, throughput, transmission reliability and energy effi-
ciency are major QoS requirements. The main objective of
the proposed algorithm is to prevent congestion in the net-
work using exact rate allocation. The proposed algorithm is
able to determine the traffic rate of each sensor nodes
based on the current congestion in the network. It is clear
that this mechanism is implemented in higher layer and is
independent from routing and MAC layer. To provide the
requested QoS in the network, all layers should contain
the required mechanisms for QoS provision. In the pro-
posed algorithm we assume that the lower layers are capa-
ble of providing the required functions. This is because the
actual service deferentiation cannot be achieved unless the
lower layers can support it.

The proposed model can support two major traffic clas-
ses, namely, expedited forwarding (EF) class which is as-
signed to real time traffic, and non real-time traffic (NRT)
class. The non real-time traffics can be further divided into
different levels of importance based on their requirement
for network resources. We consider four types of traffic
class: real time traffic (EF class), high priority non real time
traffic (NRT1 class), medium priority non real time traffic
(NRT2 class) and low priority non real time traffic (NRT3
class). Each traffic class is assigned a different priority.
Since guaranteeing a low delay bound is an important is-
sue for real time traffic, the proposed model guaranties a
low delay bound for this type of traffic. Real time traffic
is buffered in a separate queue with low buffer size, while
non real-time traffic is managed using the active queue
management algorithm [7].

The reminder of this paper is organized as follows. Sec-
tion 2 describes congestion control in wireless sensor net-
works and related work. Section 3 presents the proposed
congestion control and service differentiation protocol. In
section 4, we use computer simulation to evaluate the per-
formance of the proposed model. Section 5, concludes the
paper.
2. Related work

Congestion control is an important issue in transport
protocols. Congestion is also a difficult problem in wireless
sensor networks. It not only wastes the scarce energy due
to a large number of retransmissions and packet drops, but
also hampers the event detection reliability. Congestion in
WSNs and WMSNs has a direct impact on energy efficiency
and application QoS. Two types of congestion could occur
in sensor networks [8]. The first type is node-level conges-
tion that is caused by buffer overflow in the node and can
result in packet loss, and increased queuing delay. Not only
can packet loss degrade reliability and application QoS, but
it can also waste the limited node energy and degrade link
utilization. In each sensor node, when the packet-arrival
rate exceeds the packet service rate, buffer overflow may
occur. This is more likely to occur at sensor nodes close
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to the sink, as they usually carry more combined upstream
traffic. The second type is link-level congestion that is re-
lated to the wireless channels which are shared by several
nodes using protocols, such as CSMA/CD (carrier sense,
multiple access with collision detection). In this case, colli-
sions could occur when multiple active sensor nodes try to
seize the channel at the same time.

To mitigate the effect of congestion in WMSNs, we need
an effective way to control it. Each congestion control solu-
tion consists of three important components: congestion
detection, congestion notification, and rate adjustment. In
traditional TCP protocol, congestion is detected at the end
nodes based on a timeout or redundant acknowledgments.
In wireless sensor networks, packet loss detection and noti-
fication can be either end-to-end or link-by-link. In the end-
to-end approach, the end-points are responsible for loss
detection and notification. In the link-by-link method,
intermediate nodes detect and notify packet loss. The
end-to-end approach is not very effective for WSNs. This
is because the control messages that are used for end-to-
end loss detection would utilize a return path consisting
of several hops, and this is not energy efficient. Furthermore
the control messages travel through multiple hops and
could be lost with a high probability due to either link error
or congestion. In link-by-link loss detection and notifica-
tion, a pair of neighbouring nodes are responsible for loss
detection, and can enable local retransmission that is more
energy efficient, as compared to the end-to-end approach.
Link-by-link congestion detection in sensor networks is
proactive, often makes use of a congestion indicator, and
generally has a better performance than traditional end-
to-end congestion detection. Different congestion indica-
tors have been proposed, such as, queue length [9,10], pack-
et service time [8], or the ratio of packet service time over
packet inter-arrival time at the intermediate nodes [6].

Upon detecting congestion in the network, the trans-
port protocol needs to propagate congestion information
from the congested node to the upstream sensor nodes
or the source nodes that contribute to congestion. This
can be done explicitly by sending a special control message
to the other sensors, or implicitly using piggybacking tech-
nique in data packets. When a node receives a congestion
notification message, it should adjust its transmission rate
using a rate control techniques such as additive increase
multiplicative decrease (AIMD).

Various congestion control methods have been studied
for wireless sensor networks [6,8,11–17]. Among the most
popular of these techniques are CCF and PCCP. Congestion
control and fairness (CCF) was proposed in [8] as a distrib-
uted and scalable algorithm that eliminates congestion
within a sensor network and ensures the fair delivery of
packets to a sink node. CCF exists in the transport layer
and is designed to work with any MAC protocol in the
data-link layer. In the CCF algorithm, each node measures
the average rate r at which packets can be sent from the
node, divide the rate r among the number of children
nodes, adjust the rate if queues are overflowing or about
to overflow and propagate the rate downstream. CCF uses
packet service time to deduce the available service rate.
Congestion information is implicitly reported. It controls
congestion in a hop-by-hop manner and each node uses
exact rate adjustment based on its available service rate
and child node number. CCF is known to guarantee simple
fairness.

As was shown in [6], CCF is a non-work-conserving
algorithm. To explain the non-work-conserving property
of CCF, suppose that a root node is connected to two nodes
A and B. The non-work-conserving property of CCF implies
that the root node will wait until the required number of
packets has been received and transmitted from node B be-
fore considering packets from node A. This also implies
that CCF cannot effectively allocate the remaining capacity,
resulting in a low throughput, especially, when some
nodes do not have any packet to send. Further, as was
shown in [6], CCF has another major problem. The rate
adjustment in CCF relies only on packet service time which
could lead to low utilization when some sensor nodes do
not have enough traffic or there is a significant packet error
rate.

Priority based congestion control protocol (PCCP) was
proposed in [6]. PCCP is an upstream congestion control
protocol for WSNs which measures the congestion degree
as the ratio of packet inter-arrival time to the packet ser-
vice time. Based on the introduced congestion degree and
node priority index, PCCP utilizes a cross-layer optimiza-
tion and imposes a hop-by-hop approach to control con-
gestion. It has also been shown that PCCP achieves
efficient congestion control and flexible weighted fairness
for both single-path and multipath routing.

In wireless sensor networks data are normally gener-
ated and sent to the sink periodically. However, a burst
of data traffic can also be suddenly generated when an
important event is triggered or detected. So, in wireless
sensor networks different data packets might have differ-
ent importance. For packets containing information with
higher importance, the network should make more effort
in delivering them. This highlights a need for having ser-
vice differentiation in sensor networks. Service differentia-
tion in wireless sensor networks is a new research area and
a few methods have been proposed [18–24].
3. The proposed model

The proposed model consists of two major units,
namely: Congestion control unit (CCU) and service differ-
entiation unit (SDU). We describe each unit in detail in
the following subsections.

3.1. Congestion control unit (CCU)

Our approach is motivated by the apparent limitations
of existing popular schemes, such as the PCCP and CCF.
The PCCP, which is a new congestion control protocol for
WSNs has some major problems. The first is that it consid-
ers fixed service time which is calculated using the output
rate of each node. For real wireless sensor networks, this
assumption does not hold due to the variable nature of
the physical link. The second problem is that PCCP per-
forms very poorly in providing relative priority in the case
of random service time. An analysis of the PCCP algorithm
[6] shows that in the case of low congestion, PCCP will
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increase the scheduling rate and source rate of all traffic
sources without paying any attention to their priority in-
dex. In the case of high congestion, PCCP will decrease
the sending rate of all traffic sources based on their priority
index. The algorithm we propose solves this problem by a
proper adjustment of the rate at each node. We adjust the
sending rate of each traffic source based on its congestion
condition and its priority index. Another problem is that
PCCP considers only geographical priority and cannot dis-
criminate between different traffic classes.

Fig. 1, shows the architecture of the proposed congestion
control unit. Similar to the other congestion control proto-
cols, it consists of three parts namely, congestion detection
unit (CDU), congestion notification unit (CNU), and rate
adjustment unit (RAU). The CDU is responsible for detecting
any congestion in advance. The CDU measures the input
rate to determine the congestion intensity. In the proposed
congestion control protocol, using a measurement algo-
rithm, each sensor node measures its input traffic load
and calculates the difference between its input rate and
its maximum allowable transmission rate. The output of
the CDU is the difference between the input rate and the
output rate which can be a positive or a negative number.
In each predefined time interval, each parent node calcu-
lates the sending rate of all its child traffic sources as well
as its local traffic source. Each sensor node may have differ-
ent priorities since sensor nodes might be installed with
different kinds of sensors in a given environment. Thus,
the upstream node also considers the priority of each of
its child nodes in calculating the rate of the child nodes.
Based on the current congestion index and the source traffic
priority, the RAU calculates the new rate for each child traf-
fic source as well as its local traffic source. The new rate is
sent to the CNU unit which is responsible for notifying all
the child nodes of the new rate. To decrease energy con-
sumption, CNU uses an implicit congestion notification by
adding the new rate of each child node to the sending data
of each sensor node. When a node detects any congestion, it
is expected to adjust its traffic rate accordingly.

3.2. Service differentiation unit

We propose a service differentiation unit needed to
support differentiated services in WMSNs.

Classifying network traffic allows us to organize traffic
into traffic classes on the basis of whether the traffic
Sensor node 
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Fig. 1. Structure of the proposed congestion control unit.
matches a specific criteria. Classifying network traffic is
the foundation for enabling many quality of service (QoS)
features on the network. The goal of network traffic classi-
fication is to group traffic based on user-defined criteria so
that the resulting groups of network traffic can then be
subjected to specific QoS treatments. The QoS treatments
might include faster forwarding by intermediate nodes or
reduced probability of the traffic being dropped due to lack
of buffering resources. Identifying and organizing network
traffic is the foundation for applying the appropriate QoS
feature to that traffic, making it possible to allocate net-
work resources to deliver optimal performance for differ-
ent types of traffic. For example, high priority network
traffic or traffic matching a specific criteria can be singled
out for special handling, and thus, help to achieve peak
application performance. In the differentiated service
architecture, the network should be able to support differ-
ent levels of traffic classes in the network. The number of
traffic classes is an administrative task, and is application
dependent. In some applications of WSNs we can define
different level of quality of service for different network
traffics and assign a traffic class to each of them. In the pro-
posed model, we allocate a buffer for each traffic class, so
by increasing the number of traffic classes the number of
required buffers and also the hardware requirement is in-
creased. Without loss in generality, we consider only four
different traffic classes in this work. The system can be
tuned to support a larger number of traffic classes.

The proposed model can support four different traffic
classes namely: real time traffic class (EF class); high prior-
ity, non real-time traffic class (NRT1 class); medium prior-
ity, Non real-time traffic class (NRT2 class); and low
priority, non real-time traffic class (NRT3 class). The EF
class is assigned to high priority real time traffic such as
alarm data or real time audio/video. Non real-time traffic
is divided into three different classes. For this kind of traf-
fic, having a low delay is not too important. High priority
traffic classes need to have high throughput and low delay
bound. The constraints on the throughput (Throu.) and de-
lay for the EF and NRT classes are given below:

Throu:EF P Throu:NRT1 P Throu:NRT2 P Throu:NRT3

Delay:EF 6 Delay:NRT1 6 Delay:NRT2 6 Delay:NRT3
ð1Þ

We note that real-time traffic with low delay bound may
not always require high throughput. But for simplicity,
we make this assumption in our simulations.

Fig. 2 shows a typical WMSN with different sensor
types. In Fig. 2, each node has different traffic classes. For
example node 1 has only two types of traffic, EF and
NRT1, while node 6 contains all of possible traffic classes
EF, NRT1, NRT2 and NRT3.

We use separate queues for each traffic class. The queu-
ing model of each node is shown in Fig. 3. To discriminate
traffic classes from each other, the wireless node adds a
traffic class identifier to its local sensor packets and puts
them in the proper queue. This identifier represents the
traffic class of each packet. As shown in Fig. 3, in each
intermediate wireless node, arriving packets are sent to
different queues according to their traffic class. We con-
sider the single-path network, so each node has only one
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1 The average service time TSink
s is the time taken to successfully transmit

a data packet over the MAC layer. It is measured starting from the time
when the network layer first sends the packet to the MAC layer to the time
when the MAC layer notifies the network layer that the packet has been
transmitted.
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next hop. For non real time classes the RED protocol [7] is
used which help us to achieve service differentiation with-
in sensor nodes.

We use a similar congestion indicator strategy used in
the RED active queue management algorithm. For this pur-
pose, for each traffic class, a separate queue is maintained.
In each queue, two different fixed thresholds are defined.
When the queue length is less than a minimum threshold,
there is no congestion in the queue and so the congestion
index is set to zero (low congestion). In this case, based
on the priority of the child node, the child transmission
rate is modified. On the other hand, when queue length
is greater than a maximum threshold, there is a significant
congestion in the network, thus the congestion index is set
to 1 (high congestion). In this case the child node should
decrease its transmission rate to avoid any packet loss in
the corresponding parent node. Whenever queue length
is between the two thresholds the congestion index is set
to a number between 0 and 1, depending on the queue
length.

To provide quality of service for high priority EF flows in
a wireless multimedia sensor network, we use a priority
queuing (PQ) protocol which prioritizes the packet trans-
mission process at each node.

3.3. Algorithm description

In the proposed model, each sensor node i has two dif-
ferent priority indexes: traffic class priority Pi

TC

� �
and Geo-
graphical priority Pi
GE

� �
. Suppose each node i has different

source traffic classes. Let SPi
j denote the traffic source prior-

ity j in sensor node i. The value of source priority SPi
j could

be set manually to achieve service differentiation. For high
priority traffic the value of SPi

j should be high enough so
that we can discriminate it from the other low priority traf-
fics. In each node i the value of Pi

TC is equal to the sum of
source priority SPi

j and is calculated as follows:

Pi
TC ¼

X
j

SPi
j ð2Þ

where j is the traffic class, j{EF, NRT1, NRT2, NRT3}.
In wireless sensor networks, sensor nodes might be

either outfitted with different sensors or geographically
deployed in different locations and therefore may have dif-
ferent importance or priority and need to gain different
throughput. Therefore weighted fairness is required. To
satisfy this requirement of sensor networks, we define
the geographical priority, Pi

GE, which is set manually by
the network manager.

The total priority of node i, Pi, is defined as the product
of these two priorities:

Pi ¼ Pi
TC � Pi

GE ð3Þ

Let C(i) be the set of i’s child nodes. Then for each node i the
global priority, GPi, is calculated as::

GPi ¼
X

k2CðiÞ
GPk þ Pi ð4Þ

If a node does not have any child, then its global priority is
equal to its total priority. Note that GPi is calculated only
for active traffic sources. If a traffic source is not active,
then regardless to its type of traffic class, the value of SPi

j

is set to zero. This makes the algorithm to share the exist-
ing capacity only between active nodes.

The proposed rate adjustment algorithm is described
next.

3.4. Rate adjustment algorithm

A. Initialization phase:

A1: Measure the maximum output rate (rSink) at the
sink node. Let TSink

s denote the service time1 of the
current packet in sink node. Using the exponential
weighted sum, compute TSink

s , the average service
time:
TSink
s ¼ ð1� aÞTSink

s þ a � TSink
s ð5Þ

where a is a constant, 0 6 a 6 1.

A2: Compute rSink, the sink output rate:
rSink ¼ 1
TSink

s

ð6Þ
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A3: For each child node i, the sink node calculates
and propagates the maximum transmission rate,
ri

max, based on the child node’s global priority (GPi)
and the sink’s global priority (GPSink). This is done
as follows:
ri
max ¼ rSink:

GPi

GPSink
ð7Þ

where GPSink is the sum of the global priority of all
the sink’s child nodes. Let C(Sink) be the set of child
nodes with sink as their parent. Then GPSink is com-
puted as follows:

GPSink ¼
X

j2CðSinkÞ
GPj ð8Þ
A4: Repeat the above steps at each network node to
assign each node its initial maximum transmission
rate.

B: At each periodic time interval Tmeasure (Sink node):

B1: Compute the input rate at the sink node using
the rates from its child nodes:
rSink
in ¼

X
j2CðSinkÞ

rj
out ð9Þ

where rSink
in is the total input rate to the sink node

and rj
out is the output rate of the jth child node from

the sink.

B2: Compute DrSink, the rate difference at the sink
node:
DrSink ¼ b:rSink � rSink
in ð10Þ

where b is a constant close to 1.

B3: Sink node calculates and propagates the new
maximum transmission rate for its i-th child node
as follows:
ri
out ¼ ri

out þ DrSink:
GPi

GPSink
ð11Þ

C: At each periodic time interval Tmeasure (Other
nodes):

C1: Each parent node i calculates its total input rate
using the rates from each of its child nodes:
ri
in ¼

X
j2CðiÞ

rj
out ð12Þ

where C(i) is the set of i’s child nodes, and rj
out is the

output rate of the jth child of parent node i.

C2: Each parent node i calculates the rate difference
Dri:
Dri ¼ b:ri
out � ri

in ð13Þ
C3: Each parent node i calculates and propagates the
new output rate of each of its child nodes j as
follows:
rj
out ¼ rj

out þ Dri GPj

GPi
ð14Þ
C4: The above steps are repeated at each network
node to obtain the updated transmission rate.
In the proposed algorithm we define two different

rates for each sensor node i which are the total input rate
to the node ri

in

� �
and the output rate ri

out

� �
. Each parent

node i calculates its total input rate from all of its child
nodes ðri

inÞ. Furthermore each parent node i calculates
and propagates the new output rate of each of its child.
So the output rate of each sensor node is calculated only
by its parent. The rate of data generation at the parent
node is calculated by its parent (the parent of the parent).
For the sink node which has no parent, the transmission
rate is calculated as the inverse of its average service
time.

Based on the algorithm above, when some child
nodes do not have enough traffic, ri

in the input rate to
the parent node i will be decreased. This will in turn
lead to an increase in Dri, resulting in an increase in
the transmission rate of the other child nodes. The
amount of increase in the transmission rate is not the
same for all the child nodes. It depends on the global
priority of the child node. This means that high priority
nodes will get larger increase to their transmission rates
than low priority nodes. Therefore each node can scale-
up its rate according to the value of its global priority
and current congestion degree. On the other hand, when
some child nodes produce more traffic, then input rate
to the parent node i will become greater than its previ-
ous value. This makes the value of Dri to become nega-
tive. So to prevent any packet loss and high delay, each
child node decreases its transmission rate. The amount
of decrease is dependent on the global priority of each
node. This leads to a guarantee in fairness and in high
link utilization.

As mentioned earlier, in the proposed model, the rate
assignment to each child node is based on the available re-
sources and bandwidth at its parent node. Each parent
node calculates the rate difference Dri as given by (13)
and calculates and propagates the new output rate of each
of its child j using (14). When total increment in the rate at
a parent is negative, then the rates for the children are de-
creased. Thus, at this time the model cannot support a re-
quest for an increase in rate, given the limited network
resources (bandwidth).

It is easy to analyze the computational burden on the
sensor network using the above algorithm. Let C(i) be
the set of child nodes with node i as their parent. Let
ni = jC(i)j. According to (3) and (4), each sensor node i
can compute its global priority using one multiplication
and a few summations. The number of summations is
exactly ni + 1, and thus depends on the number of child
nodes from sensor node i. For typical sensor networks,
this will not be too much computational burden at the
sensor node. In terms of theoretical message complexity
analysis, we can observe that the number of messages
generated at each periodic interval is in O(n), where n
is the number of nodes in the network. Each parent
node i will send ni update messages, one to each child
node. Each child node will in turn send rate update
messages to its own children only. Thus, at any given
periodic interval, the total number of messages over
the sensor network will be linear with respect to the
network size.
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4. Simulation results

In this section, we use computer simulation to evaluate
the performance of the proposed model under different
scenarios. For this purpose, we simulated a wireless net-
work topology as given in Fig. 4 where the values for M,
N and K are set to 5, 3, 2, respectively. Each node may have
different traffic classes: EF, NRT1, NRT2 and NRT3. We
evaluate the performance of both the congestion control
unit and the service differentiation unit. The evaluation
parameters are queuing delay and normalized throughput,
packet loss and achieved priority. The reported simulation
results represent the average from 10 runs of the experi-
ment, at a 95% confidence interval.

4.1. Evaluation of congestion controller

To evaluate the performance of the proposed conges-
tion controller, we consider the general network topology
shown in Fig. 4. Each sensor node has only one EF traffic
source. The buffer size in each node is set to 100 packets.

In the first simulation trial, we assume that all sensor
nodes have the same total priority equal to 1 (Pi = 1,
i = 1,. . .,M + N + K). The service time for the sink node was
fixed at 0.001 s. All sensor nodes start to send their data
at the start of simulation time and stop at the end of sim-
ulation time. Simulation time was set to 100 s.

Table 1 shows results for both fixed and exponential
service time. In the case of fixed service time all algorithms
have approximately the same throughput. Both CCF and
the proposed protocol have a slightly better throughput
than the PCCP. The PCCP has a slightly better average queu-
ing delay than the other algorithms. In this scenario the
loss probability of all protocols is equal to zero.

To compare the performance of CCF and PCCP with that
of the proposed algorithm under real-life conditions, we
consider a random service time. In this case we repeated
the same experiment, but assuming a sink node with an
exponential service time with a mean of 0.001 s. Table 1
Fig. 4. Network topology used in the simulation.

Table 1
Simulation results in the case of fixed and exponential service time.

Performance
metric

Fixed service time Exponential service time

CCF PCCP Proposed CCF PCCP Proposed

Normalized
throughput

0.999 0.968 0.980 0.988 0.846 0.928

Loss
probability

0 0 0 0.065 0.025 0.0005

Delay (s) 0.001 0.0005 0.0007 0.081 0.021 0.009
shows that, with respect to loss probability and queuing
delay, the proposed protocol has a better performance than
CCF and PCCP. Its throughput is also better than that of
PCCP. Although the CCF has the highest throughput, it also
has the highest loss probability and the longest queuing
delay.

Congestion in WSNs has a direct impact on energy effi-
ciency and application QoS: not only can packet loss de-
grade reliability and application QoS, but it can also
waste the limited node energy and degrade link utilization.
When the packet-arrival rate exceeds the packet service
rate at a sensor node, buffer overflow may occur resulting
in data loss. Thus, having a low loss probability is very
important in WSNs. When data is lost, the sender will need
to retransmit the lost data. Thus, with a high loss probabil-
ity in a sensor network, the remaining energy is consumed
very quickly (on retransmissions), leading to a significant
reduction in the total life time of the network.

In the next trial, in the case of fixed service time,
sensor node 3 was made inactive during the time
interval [30 s, 70 s]. From Fig. 5a, we see that because
CCF cannot effectively allocate the remaining capacity
and use work-conservation scheduling algorithm, it
has a significantly lower throughput in the interval
[30 s, 70 s].
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Fig. 5. Performance using a fixed service time: (a) total normalized
throughput and (b) queuing delay.
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Both PCCP and the proposed algorithm can use the net-
work capacity well and thus maintained a high throughput
during the interval [30 s, 70 s]. For the CCF protocol it can
be seen in Fig. 5b that as the traffic load is decreased at
time t = 30 s, the queue size and also the queuing delay
are also decreased. But in the proposed protocol, when a
child node becomes inactive, the total input traffic to its
parent node i ri

in

� �
is decreased. This makes the rate differ-

ence Dri to be increased and the new transmission rate of
active child nodes is also increased. Thus, since the other
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Fig. 6. Performance using a variable (exponential) service time: (a) total
normalized throughput, (b) loss probability and (c) queuing delay.
active sensor nodes can adaptively increase their sending
rate, the queuing delay and throughput of the proposed
protocol remain relatively stable, even when some nodes
become active or inactive. All protocols have a zero loss
probability in this scenario.

Fig. 6 shows the corresponding results when we re-
peated the previous simulation trial, but using an exponen-
tial service time. It can be seen that the proposed protocol
can effectively use the remaining capacity, and provides an
overall better performance.

In the next experiment, we suppose that each sensor
node has a different geographical priority which is set
equal to its node number. This means that sensor nodes
with higher numbers have a higher priority. Under the
assumption that each sensor node has the same traffic
class priority equal to 1, the total priority of each sensor
node will be equal to its number (Pi = i, i = 1,. . .,M + N + K).
Since the CCF cannot support the priority of nodes, we do
not consider its performance. Table 2 shows the results.
The table also shows results when the same scenario is
tested under an exponential service time. Unlike PCCP,
the proposed protocol can assign network capacity to each
sensor node based on its priority. The average loss proba-
bility and queuing delay for PCCP in this scenario were
0.08 and 0.022 s, respectively. Compare with 0 loss proba-
bility and 0.01 s queuing delay for the proposed method.

To evaluate the effectiveness of the algorithms under
sudden changes in traffic load, we performed another
experiment. In this scenario, sensor node 3 was made inac-
tive (turned off) during the time interval [30 s, 70 s]. The
service time was fixed. The results are shown in Fig. 7.

From Fig. 7c, when sensor node 3 goes off under the

proposed algorithm, its normalized capacity 3=
P10

i¼1i ¼
�

3=55 ¼ 0:0545Þ is allocated to sensor nodes 1, 2, 4, and 5.
Based on the details of the proposed algorithm, each node
uses the remaining capacity based on its priority. It means
that node 5 which has a higher priority than nodes 1, 2 and
4, gets more capacity than the other nodes. The ideal allo-
cation of remaining capacity for nodes 5, 4, 2 and 1 will be:
0.054(5/12) = 0.0225; 0.054(4/12) = 0.018; 0.054(2/12) =
0.009; and 0.054*1/12 = 0.0045, respectively. Simulation
results show that for the proposed algorithm the increase
in normalized throughput for nodes 5, 4, 2 and 1 are
0.021, 0.018, 0.011 and 0.005, respectively. For PCCP, the
Table 2
Average normalized throughput at each sensor node for PCCP and the
proposed method.

Source # Expected
throughput

Fixed service time Exponential service time

PCCP Proposed PCCP Proposed

1 0.018 0.018 0.018 0.010 0.017
2 0.036 0.035 0.036 0.024 0.034
3 0.054 0.053 0.053 0.040 0.051
4 0.072 0.070 0.071 0.058 0.069
5 0.09 0.088 0.089 0.096 0.085
6 0.108 0.106 0.107 0.114 0.103
7 0.126 0.123 0.125 0.145 0.120
8 0.144 0.141 0.143 0.187 0.137
9 0.162 0.159 0.160 0.159 0.152
10 0.18 0.176 0.178 0.188 0.180



1806 M.H. Yaghmaee, D.A. Adjeroh / Computer Networks 53 (2009) 1798–1811
corresponding increase for nodes 5, 4, 2 and 1 are: 0.009,
0.008, 0.002 and 0.003, respectively. Thus, unlike the PCCP,
the proposed protocol is very successful in capacity alloca-
tion based on sensor node priority. As shown in Fig. 7a, in
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Fig. 7. Normalized throughput in the case of different priority using a
fixed service time: (a) CCF protocol, (b) PCCP protocol, and (c) proposed
protocol.
the case of CCF, when node 3 goes off, the other nodes can-
not use the reminding capacity well and so there is a sud-
den drop in network throughput. Furthermore as CCF does
not support node priority, all sensor nodes have the same
throughput, as can be observed in the figure.
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Fig. 8. Normalized throughput in the case of different priority using a
variable service time: (a) CCF protocol, (b) PCCP protocol, and (c)
proposed protocol.



0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96

Time (s)

N
or

m
al

iz
ed

 th
ro

ug
hp

ut

Total_PCCP
EF class
NRT1 class
NRT2 class
NRT3 class
Total_Proposed

0.0004

0.00045

0.0005

0.00055

0.0006

0.00065

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96

Time (s)

D
el

ay
 (s

)

PCCP
EF class
NRT1 class
NRT2 class
NRT3 class

a

b

Fig. 9. Performance of the service differentiation unit using the WRR
scheduler and a fixed service time: (a) normalized throughput and (b)
delay.

M.H. Yaghmaee, D.A. Adjeroh / Computer Networks 53 (2009) 1798–1811 1807
The same experiment above was performed, but
with a random service time. The results are shown in
Fig. 8. The figure shows that when service time is a
random variable, the proposed protocol is much more
successful than the other algorithms in distributing
the remaining capacity to the other nodes based on
their priority.

4.2. Evaluation of the proposed service differentiation unit

To evaluate the performance of the proposed service
differentiation unit, we assumed that each sensor node
may have different traffic classes: EF, NRT1, NRT2 and
NRT3. We evaluate the performance under two different
schedulers: Weighted round-robin (WRR) scheduler and
priority queuing (PQ) scheduler.

4.2.1. WRR scheduler
In the WRR scheduler, each connection i is assigned a

weight wi, i.e., it is allocated wi slots during each round.
The weighted round-robin scheduler is designed to better
handle traffic classes with different service capacities.
Each traffic source can be assigned a weight. Traffic
sources with higher weights receive more network band-
width than those with less weight. In the simulation, to
provide service differentiation, we assign more weight
to higher priority traffic classes. For this purpose the nor-
malized weight assigned to EF, NRT1, NRT2 and NRT3
traffic classes are equal to 0.5, 0.3, 0.15 and 0.05, respec-
tively. All sensor nodes have the same geographical prior-
ity. Fig. 9 shows the results for the case of fixed service
time. From Fig. 9a, we can observe that the proposed
model, can assign network bandwidth to each traffic class
based on its weight. The EF class has the highest through-
put while NRT3 class has the lowest throughput. Since the
PCCP protocol cannot discriminate between traffic classes
its total throughput is plotted which is close to 1. Fig. 9b
shows that using the proposed protocol with a WRR
scheduler, all traffic classes have similar queuing delay
characteristics. The PCCP protocol uses a common buffer
for all traffic classes, and hence cannot provide low delay
bound which is necessary for high priority EF traffic class.
Thus, PCCP has the highest queuing delay. In this scenario
both PCCP and the proposed protocol have zero loss
probability.

Fig. 10 shows the results of the same experiment, but
with a random service time. We observe that the proposed
service differentiation unit can effectively discriminate be-
tween the traffic classes. The proposed protocol has a bet-
ter throughout, a smaller loss probability, and a shorter
delay than PCCP.

The results in Figs. 9 and 10, also show that the
WRR scheduler is not an ideal scheduler for high prior-
ity real time traffic class. Therefore, in the next simula-
tions we use a priority queuing (PQ) scheduler to
provide very low delay bound for high priority real time
traffic.

4.2.2. PQ scheduler
Given that the delay of WRR scheduler is related to

packet length and allocated weight, it does not always rep-
resent a good scheduling protocol for real time traffic. Pri-
ority queues are used in a wide variety of applications
including operating systems, real-time systems, and dis-
crete event simulations. In a priority queue, each element
is ordered by its associated priority. The packet with the
highest priority goes first, regardless of the order of arrival.
A priority queuing protocol provides low delay bound for
high priority traffic.

In the next simulation trial, we use PQ protocol for
high priority EF traffic class. Similar to previous simulation
trials, the assigned weights to EF, NRT1, NRT2 and NRT3
classes are 0.5, 0.3, 0.15 and 0.05, respectively. Fig. 11 in
the case of fixed service time, shows the normalized
throughput and queuing delay for both PCCP and proposed
protocol. The EF class has the highest priority, so the queu-
ing delay for this class is always zero.

Results for the case of random service time with PQ
scheduler is shown in Fig. 12. Here, the EF class has essen-
tially zero loss probability and zero queuing delay. Since
the EF class uses a PQ scheduler, the average queuing delay
for NRT3, NRT2 and NRT1 classes is higher than in the ear-
lier case with the WRR scheduler.
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Fig. 10. Performance of the service differentiation unit using the WRR scheduler and a fixed service time: (a) normalized throughput, (b) loss probability
and (c) delay.
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4.3. Effect of parameter b (traffic load controller)

We also evaluated the effect the traffic load parameter b
on delay and throughput. From (10) and (13), changing the
parameter b will affect the channel rate as well as the
source rate of all traffic classes. We evaluated the perfor-
mance with respect to delay and throughput at different
values of b for both WRR scheduler and PQ scheduler.
Fig. 13 shows the normalized throughput and queuing de-
lay for all traffic classes plotted against b.



0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96
Time (s)

N
or

m
al

iz
ed

 th
ro

ug
hp

ut

Total_PCCP
EF class
NRT1 class

NRT2 class
NRT3 class
Total_Proposed

0.0001

0.001

0.01

0.1

1

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96
Time (s)

Lo
ss

 p
ro

ba
bi

lit
y
PCCP
EF class

NRT1 class

NRT2 class
NRT3 class

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96

Time (s)

D
el

ay
 (s

)

PCCP
EF class

NRT1 class

NRT2 class
NRT3 class

a

b

c

Fig. 12. Performance of the service differentiation unit using the PQ
scheduler and a variable service time: (a) normalized throughput, (b) loss
probability and (c) delay.
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Fig. 11. Performance of the service differentiation unit using the PQ
scheduler and a fixed service time: (a) normalized throughput and (b)
delay.
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When b < 0.85, the traffic load is low and all queues are
always empty. So the queuing delay of all traffic classes is
close to zero. When b is increased to 1, the traffic load in
the network is also increased, thus the queues are no long-
er empty. For both WRR and PQ schedulers, the EF class has
the lowest delay. In the case of PQ scheduler, the change in
traffic load, does not affect the delay performance of the EF
class. The EF class always has a zero queuing delay. Fig. 13c
shows that, by increasing the value of b, the traffic load is
also increased so the throughput of each traffic class is
increased.

4.4. Effect of node priority

In all previous simulation trials, we assumed that all
wireless nodes have all four types of traffic classes EF,
NRT1, NRT2 and NRT3. In the next simulation trial, we con-
sider a wireless sensor network where each node could
have a different combination of traffic classes. This combi-
nation of traffic classes is shown in Table 3. We assume all
sensor nodes have the same geographical priority equal to
1. Suppose the assigned priority for EF, NRT1, NRT2 and
NRT3 classes are equal to 10, 6, 3 and 1, respectively. In this
case, for sensor node 1 which has all traffic classes, the traf-
fic class priority, P1

TC , is equal to 10 + 6 + 3 + 1 = 20, while
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Fig. 13. Effect of traffic load parameter b on delay and throughput: (a)
effect on delay (WRR scheduler), (b) effect on delay (PQ scheduler), and
(c) effect on throughput (WRR scheduler).

Table 3
The state of traffic classes in each sensor node.

Sensor
#

EF
(w = 10)

NRT1
(w = 6)

NRT2
(w = 3)

NRT3
(w = 1)

Global
priority

Normalized
throughput

1 ON ON ON ON 20 0.13571
2 ON ON ON OFF 19 0.12928
3 ON ON OFF ON 17 0.11544
4 ON ON OFF OFF 16 0.10901
5 ON OFF ON ON 14 0.09489
6 ON OFF ON OFF 13 0.09009
7 ON OFF OFF ON 11 0.0762
8 OFF ON ON ON 10 0.06917
9 OFF ON ON OFF 9 0.06197
10 OFF ON OFF ON 7 0.0482
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for sensor node 10 which has only NRT1 and NRT3 traffic
classes, the traffic class priority, P10

TC , is equal to 6 + 1 = 7.
The normalized throughput of each sensor node is given
in the last column of Table 3. It can be seen that the pro-
posed protocol can allocate network capacity to each node
based on its priority. In this case node 1 which has the
highest priority (20) also has the highest throughput
(0.13571) while node 10 which has the lowest priority
(7) also has the lowest throughput (0.0482).

5. Conclusion

New applications made possible by rapid improve-
ments and miniaturization in hardware has motivated
recent developments in wireless multimedia sensor net-
works (WMSNs). To provide the required quality of ser-
vice for multimedia applications in WMSNs, congestion
control is necessary. Each congestion control protocol
should be able to detect congestion in advance, and allo-
cate available rates to the sensor nodes accordingly. For
some applications, there is a need to send real time traffic
toward the sink node with low latency and high reliabil-
ity so that immediate remedial and defensive actions can
be taken, as appropriate. Further, when an important
event occurs in the system, the sensor node that detected
the event should send some alarm message to the sink.
Usually this kind of high priority traffic is bursty. This
means that high priority traffic is generated only for a
short period of time while low priority traffic usually ex-
ists in the network and produce thousands of packets
generated periodically. For such environments, service
differentiation in wireless multimedia sensor networks
becomes an important problem. To provide service differ-
entiation in WMSNs, it is necessary to consider a different
priority for each traffic source.

In this paper we presented a model for congestion
control and service differentiation in WMSNs. The pro-
posed congestion control protocol can adjust the source
traffic rates based on current congestion in the upstream
nodes and the priority of each traffic source. The pro-
posed model can support four different traffic classes
namely, real time traffic class (EF class); high priority,
non real-time traffic class (NRT1 class); medium priority, non
real-time traffic class (NRT2 class); and low priority,
non real-time traffic class (NRT3 class). We evaluated
the performance of the proposed model on different
cases and with different scheduling protocols. Simulation
results show that a the proposed congestion control pro-
tocol can achieve low packet loss probability. Using the
proposed service differentiation model with a priority
queuing scheduling protocol, it is possible to provide
low queuing delay and guaranteed bandwidth for high
priority real time traffic.
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