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On Global Clustering Algorithm: Layer-Oriented Approach for
First/Last Node Dying Applications in Wireless Sensor Networks
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Abstract — Clustering methods are potentially the framework for power-conserving wireless
sensor networks. These methods are among the most effective approaches aiming for prolonging
the lifetime. Power-limited nature of the employed devices in wireless networks made the
conventional clustering approaches to mainly focus on selecting cluster heads -which are the
central points within a cluster- among the nodes with more remaining energy. Periodic rotation of
this task -being a cluster head- between nodes leads to distribute the energy consumption. In
singlehop wireless sensor network, Hot-Spot problem arises when the further cluster heads to the
base station excessively utilize their energy due to the distant communications. The main purpose
of this paper is to provide a layering-based clustering algorithm that aims at directly optimizing
the nodes’ longevity by considering the application in which they operate and the relationship
between the width of each layer and its overall lifetime. Two main types of applications are dealt
with; First node dying and Last node dying applications. Analytical methods are employed to
study the impacts of intra-cluster and singlehop communication traffic loads on the average
layer’s lifetime that is formulated as an optimization problem. Copyright © 2009 Praise Worthy
Prize S.r.l. - All rights reserved.
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Nomenclature region being monitored. In addition, data aggregation
reduces the communication overhead in the network,
CH Cluster head leading to significant energy savings. Node clustering is
M Cluster member an efficient network organization in order to support data
UB Upper bound aggregation and it improves network lifetime [2].
LB Lower bqund The methodology attributed to clustering algorithms
BS Base station are different. In homogeneous networks, when CHs are
NoCL Number of cluster just regular sensor nodes, clustering algorithm must be
AOL Area of the layer distributed without coordination [3]. In few approaches, a
FND(LND)  First (Last) ngde dying centralized authority (e.g. Base Station) partitions the
CRL Coverag.e radius of the cluster nodes offline and controls the clusters' sizes in the sense
LW Layer width of the number of members; especially, when CHs are rich

in resources (e.g. in heterogonous networks). Hybrid
schemes can also be found in literatures. The

! troduction . y TR .
! Htrnficto methodology of clustering algorithm in this paper is a

Wireless sensor networks (WSN) are emerging areas of
research that have been studied intensively for a few
years. Particularly, node clustering has been addressed by
many researchers so far and is commonly considered as
one of the most promising techniques that simplifies
topology management and improves the network's
lifetime. Previous studies have shown that organizing the
node into clusters will provide better energy efficiency
[1]. More over, several WSN applications require only an
aggregate value to be reported to the observer. In this
case, the gathered data from each node is processed
locally and aggregated in a central coordinator referred to
as a cluster head (CH) and the redundant data (if any) is
omitted to provide more accurate reports about the local
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hybrid scheme. Base Station (BS) is the centralized
authority that partitions the network into layers with
respect to nodes’ proximity to the BS, while each
individual CH takes charge of forming its own cluster in a
distributed manner.

In data networks, such as wireless sensor networks, the
gathered information from the environment can be
reported to the main observer or the sink node
periodically or on the event occurrence time.

Clusters of almost the same coverage ranges and node
densities handle approximately the same intra-cluster
traffic load when a periodic data reporting is assumed. On
the other hand, the singlehop communication traffic loads
handled by different CHs are not the same since the
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further CHs to the BS have to spenid much energs than the
clivser ones.

At this point, o Hot-Spot problem arises when these
nodes excessively wilize their encrdy due W the distam
communications and consequently drain  thefr energy
rapidiy.

Expectedly, the clustening poradigm  incresdes ithe
burded overloade (Hs, forcmg them W deplede their
hatlericy much fuster than in a non-clustered network [4]
The additional ‘ensrgy consumption’ is annbuled o the
agpregation of ntr-clustor waffic fnto o single stream that
i transmined by the CH; and, © the relaying of mter-
cluster 1sffic  from other CHs in mult-hop
communications. Such relpving 15 sometimes. desirahlc
beeause of its power-consumption advantage over dinect
communicalion {CH-1a-5ink o singlehop
copmirtanication ),

That mukes the implementation of such mulii-hop
m:m'uﬁts feasible in large scale regions. In contrast, the
singlehiop communication networks, espeeially. those
containing homuogenous nodes, are mostly applicable in
sminlbscnle reghons [ 3],

In this puper, we consider small-<cale applications that
use singlchop communication for data transmission. We
enteporize two concepls of tnetwork lifelinee that are first
node dying (FND) and last node dying (LND). In FND
ppplications. the network lifetime Is considiered as long a8
the Frst node dics. That means the network operaticn s
beneficinl until all nodes arealive while gy nisde {uilure
would make i useless.

Examples mre often secn i applications momifonmne
crugial eventy and condinons such ns gas monjioemg in
conclosed or underground car parks for ned munning
ventiigtor fans all the times but when required. Another
example exists o militany  felds whene sensors  are
monitoring chermical activities und the lifenime of a sensor
is critical Tor maximum field cowersze | 5], In such cases
any node's fmlure could possibly consequent & disaster,
Cither types of applications are the LND applications in
shich the network lifetime i considered as Jong as the
lust nade dies. in other words, the netwark continues its
operation until the last node is ulive. In these applications,
the fmilure of one or mare nodes does not make the
network useless.

An cxample of theve applications would be humidity
monioring in greenery. Our main motiviion s
introduce an analvtical method 1o develop s hierarchical
winsless  sensot  network thoet prolongs | the  nodes'
lngievity using clustering algorithms.

Innovative approach for thiz purpese- s & Laver
Orjenied  clustening  techniguel  {or  boetly  lavering

techmicue) that aims ol organizing nodes into clusters in
cach laver subjewt to muaminng the lifetime of that laeyer
which s geoerslly comsidered == the mmin criteron.
Systemmtically, the layermy techmigue tends to mavimize

| Favering secfengios ot oooeit of Evafing e fetwork
e besnl o 3 predefliiad crivnes (hor more sfarEnn e

g
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the lifetinme of the fivs node (last node) in FND (LND)
applications. The ebjective is 10 determine the optinum
cluster sives W mmeet the layering aitenop. This is
achieved by considering the width of each layer dircetly
related 1o the cluster sizes and copssquently the overall
lifetime of thal Tnver.

Out contributions #r¢, on ong hend, emploving the
layering technique in the network and  derive a
mathomatical solution for the opumum width of each
layer and, on the other hand, to provide an exhoustive
campamtive siudy that expands on our previows works in
Luyer-Ciriended  clustenng  approaches in  [6]-[7]-{8].
Analyrical methods are employed to study the impacts of
bath intra-clusier and smelehon sommunication traffic
fonds on the avernge liver's energy comumption thut is
formulated 25 an optimization problem,

The rest of this paper is organired is follows: Next, in
scution 2. we provide some related works that have been
investignted oo the samie area. Secthm * describes the
systemn specifications containing energy model, mhlnn
swtement and layering algonthm, Section 4 details
snnulation effirts and anoheis of the resulls obtained.
Finally, section § concludes this paper with directions and
scopes af future works.

1. Related Work

It the piest few years, many clustering klgorithms hive
been proposed for ad hoc and sensor networks simiog 1o
improve the cnerey efficiency. Authors m |3] hive
presented a topomy and wenernl  classification of
clustering schemes, anid they surveved different clustering
algorithms for wireless sensor networks and  wseful
comparisons  are  performed  Wehlighting  obpectives,
fentures, complexity sle. '

LEACH [9] is an spplication=specfic dlustering
prolocol thir utiliees fandomt selection and frequent
mtion of CHs for disribution of the ol load it all
nides. The clustering process involves only one ineraton,
after which o node decides whether (o become o CH o
mit and nodey takie tums in carrving the CH's role. The
dam cormmunication in LEACH s based on single-lop
communication model. The author alsa proposed wo
wpriants of LEACH, which are referred o as LEACH-C
(LEACH=entrilmed), syl LEACH-F (LEACH with
Fined clusters),

EELTC |10] ts & new hierarchical elustering algorithm
with multibop communication that hus the abillty of
crenning unequal clusters with very Jow  controlling
enerhead. In this aleorithm, a heuristic is proposed. in
which the netwirk & divided into radial fepions in' a
centralived manner based on node” priocimny 10 BS
Then the B caleulites uppie bound (LIBY -nnd|
bound (LB} of each layer and resilis s
scross the nenvork vin a™ hello™ messspe.

All zendere determine their regizn By
message ffom the B3, A comperitive ofusss

based on region and enerEy i st among: nodes

ek s o o
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These results show that proposed alporithms for
layering the network based on FND/LND appheations are
scalable in different number of nodes.
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In this aricle, we deall with a single hop wireless
senzor networks in which nodes were organtzed o
clusters. A Hot-Spot problem arises when funthest CHs
excessively uiilize their energy due ¢ the distant
communicahons and consequently dmin out their energy
rapidly. Concerning the outstanding advantages of
cluster-hosed wireless sensor networks, o new analyvtical
layering-based clustering  approach  in single  hop
communication WSN has been presented. In this model,
a centralized authority (Base Station) is responsible to
organize nodes in layers:

Twe concepts of nerwork lifetime were categorized m
this paper. In first nade dying (FNI2) applicanons, the
netwark lifetime 5 considered as long as the first node
dies. That means the network is useful usnl all nodes nre
alive. Cither types of applications are the last node dying
(LND) applications in which the network lifetime is
considéred as the time when last node dies. In other

Conclusion
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worids, the merwork continues its operation till the  last
node is alive. Due 1o the Hot-Spot problem, the nodes in

the further layer tend 1o die rapidly, since they have 1o

consume much enerEy for  long-distance
communications. Comtrary, the closest nmodes  are
supposed to live longer than others. Based on the above
statement, for mesting the basic requirement of the FND
applications, nodes wre beltter 10 be organized so that the
lifetime of the furthest laver is maximized. In contrast,
for LND applications, it i required to organize nodes so
that the closest nodes live as long s possible.

The mathematical upproach for layering, on one hand,
considerers the tvpe of applicaton (i e. FND or .ND),
and on the other hand, calculates the width of each layer
so  thmt the basic [ifetime-requirements of these
applications are met. The lifetime of a layer has been
formulated mathematically. im which all kinds of
consumed cnergics by the nodes are considered as a
function of the width of the respective layer. This
relutionship has been modeled as an optimization
problem  for maximizing the lifetime of the every
individual lwver.

Therefore, in spplications that require FND longevity,
the layvering slgorithin starts from the furthest nodes from
the basz stution. maximizes the lifetime of the furthest
laver snd caloulates the widths of lavers iteratively. In
contrast, in LND application. the algorithm starts
layering from the closest nodes from the base station,
maximizes the lifetire of this layer mnd calculates the
widths of other layers:

The performance of the algormhm has been evalunied
for an  insmnt petwork o both FND oend LND
applications. The Lifetimes resulted from the simulation
were close w0 the mathematical obtained results, That is a
fascinating tHustration of employing the layering based
clustering algorithms in wireless sensor networks. In our
similar work, we have focused our attentions to an
analytical layer-criented spproach i a  multhop
communication WEN, Other results showed that for
FND applications, the first nodes die much lmer than
those in LND, while for LND applications, the last node
dies much Tater than those in FND.
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exceeding.

The fflh layer could have larper width i there was
cxim ares 10 be devoted 10 1.

Dentli tuine of frst node and [ast node of each laver is
shown i Teble 1V,

TABLEW
Dheaiie T Dy Fiiy Moo Axp Laxe Sooe O Eaoi LAy

1 THE FND NETWORS SITATRED FRcis S AT

Thee Llyre when The e when
Luper firar ohe dies [ant mefe diel
(roarsd} (o)
1tk Flerthend Laves) = [
- a0 1
3 24 UM
4 3 108
4 {iha clowest Laver} 4115 4

Pare 2 IND A pplicorions

In these spplications, lifetime is defined as the number
of rounds taking place as long as any node In layer is
alive,

Hy this definition, maximizing the sverage lifetime of
coch layer results in prolonging the lifetime of any
individual node. particularly the node wending to die last
{in the ol osest area). Similar to the presious part for FND
applichtions, we run the layering algotithm iteratively in
the 3% and the calculstion of Lif%y results i forminge four
layers. The resulls gre shovwn i Tuble V

TAHLEY
Lasismo Mocricm e oo e BS Fon O Ao s
O L Faa LND Nrrwoks

h\mlﬂ L chl Mot alooldes Sy
inlayee _
|| 1he st i " Lipalfieapi=t
el 31 sm 3 = s

2 ey sles 4 e "*"'“':i":""

3 AT 5 % ""‘“ﬂ“‘“‘”"
Mgl UL € 57 F rnish

T

These results are brondcasted across the network and
it staris 4 operation with determined lavera. Table VI
compires the averuge lifetimes of laves derived from
simulation with those derrved from caleulstion in BS.

TABLE V]
Comapammr O avimach| Lirmmmap Fom Escinlavie
b T A0 NE T

Averaiee LT
y Average 1§ .
MNumbes of | | ittt
e s skl i) calemlution}
T iihe closest Layar) ek 1R 8
r | 554 i
1 w1 e
4 itk urthes L) 17 (%3

The rnathematical results match o the simulation
resuls. Table VU shows the death time of first node and
liast potde of cach laver obitained froum simulation

Copyright © 215 Praur Bty Price 5 0.4 - Al roghite sesereect
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TABLE V1] _
s rsi Tosim O Fizsy Nope ARD Lo Nois OF Eacd Laves Iy The

LND NETwomk CTaisin PR Siunaiinmss

Thetme  The e
e SO0
framarl} e d
| e bkt Lintesr) L F230
2 Lo 5]
i (] LY
& [the fusrthir |ayer] 14 26

Pary 3 Comparizesm of ENL cond LNE) applications

In fhis put, we answer W this question; Why the
Inyering algorithm starts from the firthest nodes for FND
applications and clossst nodes for LND applications. We
menthned thay, the podes in the funher layer tend to die
rapidly sinee they hive to consurne much coergy for long-
distance communications. Contrary, the clowst nodes are
suppased to live longer than others do. For meeting the
basic requirément of FND applications. nodes are better
to he organized o thi hfetime of the funhest layer &
maximized. In contrast, foe LND appliestions, it &
sequired o arganizz fodies so that the clasest nodes live
a< Jonge ay possible, The first row df Table VI compares
the "denth time of the first node® in the furthest layers in
both FND and LND spplications., It is clear thar the time
when the first node dies in the forthest Tayver in FNID
network is much longer than that in LND network. Tha is
why the lavenmg algarithm starts from the funthest nodes
in FND applications. Similarly, second row of Table &
comphres the Tdeath time of the last oodie” m the chosest
Layers in both mpplicaricns. 11 is obvious thos the last node
of the closest layer in LINE network tives Tonger than (hat
m FND network, That justifics the reason of performing
lavering from ¢losest nodes in LN spplications

TABLE VIl
Dt Toie Cosapanisnsd O FireT Moo Axn |Layy Noines
Fran FND ARD LN SiTwakes

FRG LN
Faihe when it
mmde af the furthest 4 i
lyer i {rowneda ]
Tienz which i
rhche arf v it an 1350
tver s {roupidy |

To prove scalability, we meusured and compared the
death time of first (lust) nodes for different number of
nodes in FND, LND and well-known algorilim EECS
Fig. 10 presents that first neidiss in FND slyorthm tend to
die lider than thiose in LND or EECS.

Thats doe to the FND algorithm maximizes the
lifetime of funhest nodes, which may die sooner
Similarly, in Fig. 11, denth time of the last nodefs) in
LND algerthm seems to be longer rather than two ather
algorithms, e FND and EECS: Since LND algorithm
maxmizes the longevity of the clozest nodes, which die
later.
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Considering the constraint  (20) assures Thai
"exceeding” is avoided The algorithm moximizes (16)
with respect to CRL; for each laver L m order to obtain
the width of ench laver. Fig. 9 is u block dingram that
provides a better understanding of lavering alporithm.

Fow Lmnt Ve Doy " - Tiw ¥ o incom Copmy
- ") e
I i et S e
i [

Fiig % Block diagtam of the algnrithm

IV. Evaluation and Simulation Results

The propose algorithm = evalusted m MAaTLAR,
Consider the network covering a Disk-like area, with
R=500 (m) and R=50 (m). Nodes are uniformly
distributed in this region with the density p=0.002. Other
simulation parameters are listed in Table 1.

TABLEI
SIMULATION PAaMETER
Parsmeten Valur
frrtial Enejgy .5]
Hindbi
ia 10 plhibie’
Ly (101 3 pd fratrm®
Ees = ndhit/singnal
aetn Packes Sipe (1) 40453 hess
Covmtrod Pt Sive | 1 ) s
dy B

Swaring with o single layer network and the
parameters above, the Eq. (16) becomes:

:‘[‘RI.; <prE,,
2, (JCRL)
+AURE » pre E,tl ]

LT

" ('Rf} _,1/
+E; (#CRE % o)

ORI = pxF., [f .Cm'!{:]
+ 2CRL % px Eg, (I')

| ¥ L, {" r‘f:.m}

1

-
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where d), .. can be determined from (17).

Part | FND applicarions

In' FND applications, lifetime i1s measured as the
number of rounds taking place as long as all podes in
layer are alive.

By this definition, maximizing the average lifetime of
cach layer results in prolonging the lifetime of any
individual node, particularly the node tending 1o die first
(in the funthest arca),

Running the layering algorithm iteratively, five lavers
are formed one by one.

Table 11 illustrates the itertions while caleuluting the
LT,

TARLED
LAVERTNG PROCEDUIY MERFORMED s BS Fos Calcvsmig
LS For FIS D NETwork

Peumibaer
Tapwex T CRL: LW, MWol™ mi-: Seatus
in lawes
| (et a
Surtles ‘T Yo s y Uesaikouted
L wres
> MY page a5 o oy Unetlocsted
4 dea
3 E2 2337 MM 13 10% "'“‘ll:""“‘“
al
+ @t sz BN 1gs  Unaliocaled
ares
S ithe
closed 06 B33 127 12 % Finish
Laverl

These resulis are broadcasted 1o the network vin a
beacon. Now, we simulate the operation of network with
the determimed layers:

Table Il compares the avernge lifetimes of lnyers
derived from simulstion with those derived  from
calculation in BS.

11 15 clear that the mathernutically obtaiped results are
elose to the real ones,

TABLEIN
Companisns OF Averacs LIFETINE Foin Eacy Laykn
I Ty FND METWORK

’ Averpae LT
om0
1 {the farthest Layver) 518 05
2 076 [ird
i 24914 281
F] o Rig s
F [the shwest Layer) 5605 fira
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Another result that can be inferred from the Table 111
15 thal the obtained LT of the closest layer (fifth layver)
scems 10 be bess than LT of furth layer; that was basically
supposed to have larger amount,

This is due 1o the constraint applied @ the faves,
which musy limit the last layer's ores in order 10 svesd

Tntermcionu! Merare o8 Cosmpaters oo Sy Fal d w3
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At this time, we cun coleulate the derivation of (16)
with respect 1o CRL; and find the oxsct width of the first
layer, LIWs, which is two times of the vhimined optimumn
cluster rudius, CLR)

LW} = 20RY, (1)

Two main cases may peeur in the layering algorethm,
{n one case, the determined laver is not wide enough to
cover the whole network area ie. LH) <&—Ry.In this
case, there would be some “unalioiated region” ar the

region that is nat covered by layer (see Figs. B(c) and
By

Fig M)

Figs Ag) i) XDt BND Ore leves 1s oested und theve ewirs
(el it Mo

The other case is called “exceeded region” (see Fius.
Bie) and 8(1)) in which the determined layer cxceeds the
rietwork's aren be. LI > R—R, .

Cugsrrght © I Pratas Worth Frese S8 - 41l rigtht eessrvod
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Fig Bif)

Fiis Bie). 06 LT ared FRIY T layesh e coested
and ihere axjes expeeded sios

These cases sre unsalisfoctory and, in either case, the
algorithm must Testart taking 4 new strategy. Remember
that Due to the Hot-Spot problem, layering procedure
must starts from the botlom to the top in FND
amphications and from top to botom in LND spplications.
Case |- Unalfocuted region

Whille L, covers the whole network, the algorithm is
finished, Ctherwise, a part of the setwork may contan
“mallocated region” In Figs. 8(c) and S(d), the
unallocated case i depicted for both FNID and LND
applications. That means dne sinyle layer s not wide
enough to cover the whale netwirk, and there must be
extrn lnyer(s )L AT this time, the slgorithm goes on lo creaie
an extra layer i the unaliocated region. Similar 1o sbove,
the whole ares of unoliocated repon 1s assumed a5 2
single Inyer. The smoumt of e, can be obtained from
(141 Ffor the second layer. Then, CARL... (and
congeqilently LWL =2 ) i determined using

dorivation of (16) with respeet W CRL. Again, it ls
necessary to see whether these two layers cover the while
neewnrk or not. The algorithm tries adding more tuyers if
there is 51!l m each teration,
ane 2 Fxcended regiom

While caleulating the LiFfe) in each ileration, it is
passible that the obtained widthis) esceeds the Hmits of
unallocated area (see Figs. ${ec), (1)), This must be

ayaided from the time that the algorithm dans from thi

first inerition by spplying a constraint on layers’ widths.
The constriint is that:

"4 obtaimed from Eq. {T) is smaller than the whole
aren of unallocated region " ie.

w5 v

=171 (19)

J":Hp.‘—l

by simiplifyinie, it can be written as:

R (1, —2CRI, ) <0 FND
(r, +1€ﬂf ~R* =0 IND
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where my is obtained from (11).

I35 3 The Energy Cansumpteon for Data Reporting

The main source of energy consumption is when CHs
must forward the packeis (o the BS.

The forwarded data includes the fused packet of the
Chs,

Thiss each CH hus o relay msingle packet:

Hfﬁnpu‘uu =k, (}ld:lﬂs] {13)

where dly is the distance of CH in the L layer 10 BS.
According 1o Fig. 5:

L _{rﬁ —rRL';""-."IIﬂ tld-}

ry ""{:ﬂ_mﬂ-r‘l’ﬂ

i1 5.4 Totaf Nodes' Initial Energy

The total nodes’ initial energy in the £ layer is
directly related 10 the number of nodes (V) in that layer
that is basically related 1o the node density.

Thids:

N
Y. Ef=NE, and N=#HO0lp

Lo
=]

: 4
J:i[rf -(.-: —IE‘RLL} ]pt;,,,r-wn (L5)

lg[(,;. + zmr.)’ —rf ] E IND

where the K. is the mitisl encrgy of the node. Inserting
(6) into (5) using ((8), (10, (14)) and simplifying, the
average lifetime of 1" layer, LT, is

n{.'m'.ip Eoii
Ere (1,85 )+ En (£.CRL, )+

e
ity By, [ "-'Cﬂ?l_- ]"

! ca, /.
) om 1 REA |+

| B (F) + £ (1l )

LT, =

(16}

in this equation, all terms arc supposed to be a
function of CRL;, the cluster radius in the I* layer.
Besides, it is independent of the wedge's angle, &, since it
is omitted when simplifying.

The optimurm widih of esch layer would he obtained
via derivation of this equation with respeet 16 the CRE,.
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Tavharian, M 1 Honary, 1 Chitizadeh

L6, Formodiorn of the Layets

According to previous discussion, the layering starts
from the furthest nodes for FND applications and ¢losest
nodes for LNTY applicstions (Fig. 7),

e
Ol-_ﬂll—ln
7 . Lo (-
Layering Procedure e,
) — e
THyihrs tem
Lot naien
" L)
A

Frg 7 levering Procedure

The algorithm starts with a single luyered network: ie.
it s assumed that initially one single layer covers the
while netwark,

Based on the applicstion type (te. FND or LND) the
exact value of n‘.{‘ﬂ; can be determined from (14) (see
Figs 8ta) and 8(b)):

r - CRL, KRR pan

-

(17)

3

I
l”‘ ekl = TR

Fig 8

Figs, 88, (51 LND andd FND The whole network s covered with =
single presumed |y
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s Ej?.l-!jm-}u *
Eft‘lﬂﬂum = Na(™ g

*

e o
E ing ki + kst i

where, Noa ™ is the pumber of clusters in that fayer. In s
wedee of the network with the angle #, (Figs. 6), it is
reasonable fo assumne that the number of clusters in the
layer is alinost equal to the “Aren of the Layer", 0L
divided 1o the arca of a single cluster with the coverage
raifius CRY

Fig i

Fijen & Ldwers and et chissers: {2) 18T (B FND

We hawe:
-'ﬂ-r,n —r f FND
Al = e _ {7y
. t=i] LND
e Ly T rp '.:L‘ﬂ: F‘T}
e =+ ORI XD
NoC* = "”L, 15)
aCRL;

where r, is defined 85 the distunce betwisn BS und
extemal (internal) boundsry of the L* layer for FND
(LNDY apd 0<8<27 is the angle 0f the wedee (see Figs
S{a), S{bd).

{115 F The Eneryy Constmption for Cluster Forming

The selected CHs are supposed W adveriise
themeelves in the network so  that the podes in
neighborticod choose them g their respective Chis.

Copyesght © 205 Prawee Worthy PreeSr 1 - Al nghiis reseevadt

Each selected CH must broadesst a beacon in 4 mdius as
Tl bow:

RY. = CRI; (@)

where the CRI; is the coverage radius of the clusters in
the 1 laver. More over, the nodés that heard the
pdvertisement messages, are supposed 10 choose The
closest ndvertisini CH from the sune layer based on the
received signal strength. They send a JOIN message o
the respective CH n order 1o be its member. If we
conmider & circular cluster with a radivs CRL. the
expected distance (mathemarical mean) to the CH at the

centre would be ":R% . The CHs are also respandible 1o
st o timsing sehedule based on TDMA for their members
that is broadcasted in each cluster by fhe € He Thus the
cluser forming totdl enerzy tonsumpuion for each

individual layer ks modeled as:
iy (1Rl
e o e
i R ™ ) L im
My -_EF. l i rﬂ'% ]
| +m B ()
where Ep, (MR ) Ep [FCRL) and

mvE,,{f’."wy{ J are (he energy comsumption fir
sending {-Tong messages, e the advenisement message,
TOMA schedule and the JOIN message respottively,
while my, £, (I') is the encrgy consumed by each CH for
receiving the JOIN messszes from the members and m;
is the numher of CMs in each cluster that is proportional
o the clutter’s size and the node's deasity, 2. (the
distribution of nodes is assumed to be yniform )

my = FCRL p (1)

15 2 The Energy Comaumptizn for Dati Garkering

The ancunt of enerpy consumed by ench CH for duta
guthering is composed of two parts, First the cnergy
consumed for receiving datn from CMs and data fusion
and second. the energy consumed for iransmitting
pockets of length of 1 from CMs 10 their respective Clls,
Here we can wrile:

£y {"'.*. )“*
' = (12
e ey _F“[’Icm%]
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Fig 4 A layerod network

The Isvering algorithm is  performed once in a
centralized manner at the BS. The results are broadeasted
through & beacon o the whole nerwork by the BS.

{4 Layering Criterion

In this paper, we wme going to  determing
mathematically the width of each laver and as a result
the size of clusters within each layer using the metric, the
averaze lifetime of that lsyer, which cam be defined as
the total nodes’ initial energy divided w the whole
layer's wml enerey consumplion:

EL
- 15)

Average Liferime of the Laver (LT, 'r =—
E‘-.umwld

where £ is the wtal energy supposed fo be

consumed by V nodes in the L layer during each round
and £ iz the initial energy of every individual node in
that laver. Fram now on, we rofer to the nvernze lifetime
of the laver by LT in' this paper. Due o the Hot-Spot
problem, nodes in the further laver tend 1o die rapidly,
since they have to consume wmoch enerpy Tor lung-
dismnce communications, Contrary, the closest nodes are
suppased 1o live longer than others do. Based con the
pbhove statenent, one can deduce that for meeting the
hasic requirement of the FND applications, nodes are
better to be organized so that the lifetime of the furthest
layer 15 maximized.

In conmmst, for LND applications, it s required o
orgenize nodes so that the closest nodes live as long as
possible,

HL3  Calewlation of Energy Consumption far Each
Layer im Singlehop Commwntcation Model

The CHs within layers ure responsible for transmitting
directly the packets to the sink node,
The important parsmiters in determining the total eoergy
consumed in a layer ure:
Total number of clusters in each layer;
Total number of CMS in each cluster,
In singlehop communication wireless  sensor
networks, further CHs tend 1o die much faster than closer

Copyeneft © J068 Fraie Womily Frze Sel - Al rphiy resorwed

anes due to longer distance transmission. In applications
that require FND longevity, the lnyering procedure must
start§ from the bottom 1o the wp (ie. from furthest arex
1o the BS 1o the closest) since nodes nre bemer 1o be
argatitzed so that the lifetime of the furthest layer s
maximized.

In-comrast, in LND application, the algonthm must
start layering the network from top 1o bottom (i.e. closest
uren to the BS to the forthest) since the closest nodes
musi live as lomg as possible; (see Figs. 53

Figs 5 A leyered novworks (21 FMD apphication, () LN application

In both cases, the algoritlim needs to starts with 0
single-laver network, so that every CH delivers a single
packet 1o the BS, The corresponding width of that layer
can be calcullated. The algorithm (nils of the calculated
width does niot cover the whale network. It has 1 stan
crearing an extra layer in the remaining unallocated arca
and ealculate the width of the second layer,

The totel amoum of encrgy consumption for each
layer is needed for determining (5) that would be the sum
of emergy consumed by all the nodes in the layer,
including CMs and CHs, in all three stages that described
previously.

For cach cluster, the total consumed energy ix the sum
of three terms:

« The energy consumption for cluster  forming

l E‘:ﬁﬂ#furmm;‘l"
® The encrgy consurmption for gathering all informiation

from CMS ( £ gaern )

s  The onerzy consumplion for data reporting to the BS

{ "':;:'J.l-"l-l'rrj‘l-l-.m' j'
Thus, in each round of data transmission. the jotal

energy consumption of each laver can be formulated as:

Interrationt] Brview s Comgpreters and Syftware, Vol 4 n, 2
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Returning to Fle. |, every singlehop data transmission
is performed in rounds and each round s composed of
thres stages

First, sensor nodes are organized mio groups called
clusters in n distribiuted manmer (cluster formine).

Each cluster is composed of some ¢lustet members
[CMY snd a sinple cluser head (CH) Al UMs are
suppeved ti send the envirommental sensed data to their
respective CHy perindically.

Eath CH is responsible for gathering the data from
the CMs (datn gathering and fusion], fuses it into a single
packet mnd forwmds 10 the BS wvis singlchop
communicaiion (dain  reporting).  Many  clustienng
algorithms have been proposed in [iteriunes,

In this paper, we do oot dmml with elustenng
algorithms since our miuin focus is oa the layering
aspproach. In the chister forming phige the CHy ane
determined viz a compefitive time-hased advertising
stage, in which the candidate nodes with mere residual
eneryy lend to become Clis and alverties sponer.

For this phuse, we rofer 1o 8] 1t must be neticed thal in

the case of singlehop communicstion, the furthest

sgnsors tond 1o deplete their enerzy budeet Faster thab
oliers do.

In ether words in diteet transimission where packets
are directly tansmitted o the sink without any relay, the
niades locared farther away from the sink have higher
energy bunden due 1o long mnge commumication, and
these nodes may die out first. Te achieve balaneed
energy consumption, an clegunt solution is 1w do make
the clusters” size related 1o the energy comsumption of
the CHs.

Thus, smuller clusters are needed in the further
distances from the BS in order to save more enemay. for
the CHs. In the next two stapes, the sensed data by CMs
is gathered and fused in CHs and forwirded 10 the next
hop thit ks definitely BS w singlehop communication
madel.

A collision froe MAC layer is assumed for this stage
of data imnsmission

Other assymplions abiont the <ensor nodes in the
underlying network are as follows:

s Sensors nodes and the sink are all smticnan ofior
deplovment

o Al nodes are hompdensods and sach npde i
assigned a unigue dentifier (TDL.

s Nodes are pet equipped with GPS Gnit,

» Nodes can use power contml o vary the gmount of
iransinission power, which depends on the distunce to
the receiver.

o A smallscale region s cynsidersd in which the BS s
directly accessible by the furthest nade.

HEZ  Emergy Model

A simplified smodel shown i [9] for e madio
hardware ehetgy dissipation 18 bsed hére. To transmit an
£-bif dmta to & distanoe of the vadio expends:

Copprapht © 2R Pracer Worshy Proze Srl - Al rphis reseyred

Eora ()= B (1) B (1)
1E 415 p” dedy, (1)
B tledt dzd,

Where first 12rm presents the energy comsumphion of
radio dissipation, while the second presents the energy
consumption for amplifving rmdin, Depending on the
transmission distance both: the free spice, oy and the
multi-path fading, £, charmmel modals are used. 1t can
also be written im i more general from as:

£y, (d)= p gl [l

In which pand ¢ are constants relaizd 0 nide enemy
dissipation t mn the radio clestronics and  power
amplifies in (ransmalter and o s the path lose fadior
Moreaver, each UH consumes erergy for recelving dats
from adjpeent nodes or Chs and fuses Bt inlo s single
pocket. This consumed energy for feceiving from CMe
and data fusion can be oullined by:

Epy ()=, 1) % £y 3
""'.'.Hr “1 :'H'.';-h“ 14}

where m i9 the niimber of members m the cluster, and fgr
5 the consumed energy for heam  forming  dala
agpregation [9), Tt is also assumed thst ihe  sensed
information is kighly correlated, this the CH ean always
apgregate the duta gathered from its members into o single
fixcd-leniygth pucket.

ME3 Problem Staiement

Previous dudies have chown thal crganizing the node
it elinsters will provide better energy efficiency 1)
Thiz architecture simplifies topology manssement and
fedices the number of sensor niodes contending for the
channel aceess s well. The most importiont challenges in
the Tield of node elustering sre determiming the best sel
of nodes as CHs and the most proper clusier sizes in the
petwork s that the specific  quolity of service
requirsimient s meel. fo singlehiop network, Hot-Spot
problem arises when the further cluster heads to the hase
stntion excessively utitize therr energy dise w the distan)
communications; and, consequently they dmin their
energy mpidly, It 15 impartant o koow how te perform
such orgasization to prolong nodes’ lifetime.

In this puper, we employ a method in which the
nirwark is organkeed into layers. The layering algorithm
tends to maximize the whole svernge lifctime of layers

A systematic performinee study of our clusiering
techniquie i préesented | in addition 10 conducting o
comparative study  with stale-of-the-art  techitiglies.A
layered netwark is depicted in Fig 4.

M| Rievire o Cpmresern omd Soffears, Tl 4, n 2
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clusters. The algorithen shows cnorgy efficiency in
clustering and even load diswribution in the whole
network. In [7] & competitve chstering algorithm s
propesed that employs = time based advertising method
just like [10]. Initialy seme of the nodes become
volunteers 1o be CH in the network. Then they stan
advertising in the netwerk wting = timing schedule that is
o function ol energy.

Every node that has more residual energy would stant
advertising sooner, Each mode §s also assigned a
competitive range thet may be fixed or varishle as a
functicn of distance 16 BS. Evers other volunteer node in
ns competitive moge would give up if they heve less
encrgy. Chheewise, they will wail for their tumm for
sdvertising,

The: authors showed that the hish message overhesd in
UH selection phase is resowered 1o some extent The
authors in [11] present EECS, in which the CHs are
uniformly distributed across the network through =
localized singlehop commumicstion.

A campetitive algorithm is suzssted for CHs selection
phase and a weighted cost fumction is intmduced 1o
mannge the number of clister members. Every node,
which finds & more powerful node in its competition set.
will give up the competition immedistely and broadeast
ils QUIT acknowledgment messagr.

Any node thnt finds ieell more poweriul than others in
itz competition radioy will introduce itsell 22 a CH snd
broadeast s sdvertiseinent message. The message
complexity in this algorithm makes trouble in the depse
networks for having too many nodes competing for being
CHL.

A similar approach s performed i [6]. in which a
variahle competition mdius is applied 1o the lentative
nodes,

The mdius is derived from & recursive equation based
an the nodes distance tn the BS. Both of these compatitive
approaches suffer the high message owverhead m CH
selection phase.

In [8], & sirwilar competitive cluster head selection
approach as [11] s presenited,

The proposed algorithm is named EECS-M that is a
modified version to' the well known protocsl EECS, in
which some nodes becorne volunteers to be CHs with an
equal probability. However, EECS-M emplove unequal
competition ranges fior tentative CH nodes.

These ranges are ruthematically derived os & function
of ndes' distance to BS, which mikes the node 1o be
arganized into some layers according to their proximity.
Te find the competition ranges, EECS-M takes advantage
of total energy comsumption of cach layer that is
heuristically defined us total CHs® energy consumptions.
The propossd algorithm prolongs: the network lifetime
rather than EEC'S due 1o more energy efficiency abtained
using the unequal clusters.

Reference [12] presented a theory for muximizing the
lifetime of multibiop WSN

An optimal centralized solution was presented i the

Crgrighd © 2009 Poratee Worthy: Prize S - 40 riafuy peserved

formy of an eration algorithm. Tn [13], a6 investigation
nhout cluster size and the number of cluster heads in the
region was achieved when all the devices in 0 WSN are
deployed mndomly. References [14]-[15] surveved
clustenng algorithms in WSN's

HI. Paper Organization
HET. Network Model

The methadology of clustering alporithm in this paper
i5 @ hybrid scheme in which BS is the centralized
authority that partitions the network into layers subjeot 1o
nodes” proximity, while each individual CH takes charge
of forming its own clusier in a distributed manner (Fig.
I}, BS is equipped with both an enormaous energy supply
and a powerful radio transmitter s that is able to cover a
disk of radiis R centered at the sink,

":-—'_I- - — Ll
= N 0 0 I

[T

.

Bl  Sige ] Siage 3

Hig- 1 The stxges iy i romd

In the centralized phasze, sensors are orzanized into
lavers around BS based on their physical distance te BS,
This phase is performed ance in the BS and through this
the ‘width of each layer, the upper bound (LB}, lower
bound (LB) snd the number of Tayvers (n) are détermined
mathematically (that will be discussed loter) and results
are broadeasted acnoss thee whole network vis o
"HELLO" beacon {(Fig. 2),

f

UBn, LBn | .| UB2,LB2 | UBLLBI | n

251

Fug 2 "HELLO" bemon siructwe

Each node in the nerwork is able o estimate its
physical distance to the BS via the signal strensih
recewved. Thus, it can determine its corresponding layer
by comparing its proximity with the lower and upper
bounds of the layers (see Fig. 3).

Fig 3 Lovwer bound (L8] snd Unper boind (UB) of laver b
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further CHs 1o the BS have to spend much enenzy than the
cliaser ones,

At this point, a Hot-Spot problem arises when these
nodes cxcessively utilize their energy due 10 the distam
commiunications and conscquently drmin their enengy
rapidly

Expestedly, the clustering pradigny  increases the

burden overlpads CHs, forcing them to deplete theie.

butieries much fister thun in a non-clustered netwark [#]
The additional enetgy cansumption is aftributed o the
mzregntion of intra-cluster traffic into & singlc stream that
i tnsmitted by the CHL and, to the relaying of inter-
cluster  traffic  from  other CHs in  multi-hop
cammunications. Such relaying i sometimes desirble
because of fis power-consumption advantage over direet
communication (CH-1-sink ar singlehop
communication). _

That miakes the implemensation of such multi-hop
networks feasible in lirpe scale regions: In contrast, the
singlehop  communication nebworks. espechilly thise
containing homogenous nodes, are mostly apphicable in
seniedl-ieate regions [3].

In this paper, we consider small-scale wpisaticns. that
use singlehop communication for dats trarEmissien, 'We
eategorize TWo concepts of network lifetime that are first
wode dying (FND) and lust pode dying (LND). In FND
applications, the network, lifetime is considered as long &8
the first node dics. Thit means the network operation i
beneficinl wniil @l nodes are alive while any node failure
wold make it yeeless.

Examples are often seen in applicalions moniorng
crucil everts and conditions such as gy monitermg in
enclosed or undeneround car parks e not running

wentilator fams all the times but when vequired Another:

example exists in miliwry fields where sensors are
mpaitoring chemical activities and the lifetime of o senspr
is eritical for maximum field coversze [5], In such cases
any node's faillare could possibly consequent a dimaster,
Oithet types of applications are the LND applications in
which the network lifetime is considéred as long as the
lust node dics. In other words, the network cotinies fts
opatation until the Tast node 15 alive. In these applications,
the fuilute of one or more nodes does not make the
network useloss.

An example of these applications would be humidity
monitoring in greenery. Our main motivation is 10
mirouce an analytical method to develop a hierarchical
wircless semsor notwork  that  prolongs the  nodes
Jongevity using clistering algorithme.

tnnovative approsch fbr this purpose is a Laver
Oriented  clustesing techniquel (or brefly loyerng
technigue) thal mms st organizing nodes into clustery in
cach Inyer subject to maximizing the lifevime of that layer
which iy generslly considersd as the man griteriom
Systematically, the laysring technigue fends t masimiss

! | syerme teehiime @ dhe esierpl of &vidimg the seswik o
regibns biand b o predefiod erierion. (For . g mibrmplion wee
LU
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the lifitime of the first node (last node) m FND (LND)
applications. The ubjective s 10 determing the optirmum
clukier stee f0 meet the layering criterion. This is
sihieved by comssdering the widih of each layer directly
related to the chuster sizes and consequently the overll
lifetime of that laycr

Char contribotions are, on one hand, employing the
lnyering  technigue in the nelwork and derive a2
muthematical solation for the optimam width of each
fnyer and, on the other hand, to provide an exhimustive
companstive study that expands on olr previous wiarks in
Layer-Oriented  clustering  approachies  in [6)-171-1E)
Analytical meghods are employed 10 stidy the impaots of
bath imtreclester snd singlchop communication traffic
foatls on the sverage layer's energy consumpuon that is
formulsted 25 == optimiztion problem.

The 1est of this. paper is orianixed is follows: Next, in
spction 2. we provide sorne related works that v bezn
investigased on the same wres. Sectien 3 deseribes the
sysicm specifications. containing cncegy midell prohletr
sustement snd lavering algorithm, Sectivn 4 detils
simislatica effors and analysis of the results obimined
Fimally, section § concludes this paper with direstions and
scopes of fiture works.

1. Related Waork

In the st few vears. many clustering algorithms have

been proposed for ad hoc and sensor networks mming o
improve the ey efficiency. Authors i 3] have
' & taxonomy and generdl clussification of
iliseering schemmes, and they surveyed difierent clustering
algorithans for wineless sensor petworks and  useful
comparisons  are  performed  highlighting ohjectives,
fraturss, somplexsy, ele,

LEACH [9) & an spplication-specific clustering
priftoeel that utilizes random seleetion and frequent
cotation of CHs for distributian of the wtal load imo all
nodes. The clustering process invalves only one erstion,
afier which a nde decides whether 1o becoime n CH or
pat and nodes take tums in carrying the CH's ole. The
dita communication in LEACH is based on single-hop
communicativn model The authpr aléo proposed hwo
variants of LEACH, which are referrcd to s LEACH-LC
(LEACH-cestralized), and LEACH-F (LEACH wiith
Fined clusters).

EELTC [10] b u new hierarchical clustering algorithm
with mulihop communication that has the ahility of
cresting unequal Clusters with very low  controlfme
averhead, In this algorithm, s heuristic is proposed in
which the nerwidk is divided into mdial regions i a
centriliged manner hased on nodes” proximity o ns.
Then the BS calculites upper bound (UB) and fower
pound (LB) of each laver and results are hroadcasted
scross the network via o™ hello™ message.

Al sensors determine their region by receiving this
message from the BS. A competitive clustering phase
bused on region and encrgy ts set @mong nodes to form
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clusters. The algorithm shows encrgy efficiency m
clustering and cven lood distrbution in the whisle
nétwork. In [7] & competitive clustering algerithm is
propoved that employs a time based advertising method
just like [10]. Initially some of the nodes become
valumiesrs 10 be CH in the network. Then they start
advertising in the network using & timing schedule that is
& funciion of encrgy.

Fovery node that has more residual energy would stan
advertising sooner.  Each node is also assigned a2
competitive range that may be fixed or wariable as n
function of distance 1o BS. Every other volunteer noile in
ts competitive range would give up if they have less
enory. Otherwise, they will wait for their wm for
advertising

The authors showed that the high message overhead in
CH selection phase is recovered to some extent. The
authors in [11] presenmt EECS, in which the CHs are
uniformly distributed across the network  through
localized singlchop communication.

A competitive algorithm is sugzested fior C s selection
phase and a weighted cost function is imtroduced 10
manage the number of cluster members, Every node,
which finds a more powerful node in its competitien e,
will give up the competition immediately and broadcast
jts QUIT acknowledgment message.

Any node that finds tsell more powerful than others in
its competition radius will introduce itself us a CH ond
broadcast its advertisement message. The message
complexity in this algerithm makes wroible in the dense
netwaorks for having oo many nodes competing for bemg
CH.

A similar approach i performed in (6], o which a
variable competition radius is spplied 1o the tenlative
nixdes.

The mdius is derived from & recursive egquation based
an the nodes distance 1o the BS. Both of these competitive
approaches suffer the high message overhead in CH
selection phase.

In [8]. a similar competitive cluster head selection
approach a5 [ 11] is presented.

The proposed algorithm is nam=d ERCS-M that isa
modified version 1o the well known protocal EECS. in
which some nodes become volunteers to be CHs with an
equal probabifity. However. EECS-M employs unegual
competition mnges for tentative CH nodes.

These ranges are mathematically derived zs a fumetion
of nodes’ distance to BS, which rmakes the node to he
organized o some layers according to theeir proxcimity.
Fo find the competition ranges, EECS-M tukes advantage
of total enersy comsumption of each faver that s
heuristically defined us total CHs® energy cansumptions.
The proposed algorithm prolongs the network lifetime
rather than EECS due o more encrey efficiency obtamed
using the unequal clusters.

Reference [12] presented a theory for masamizing the
lifetime of multihop WSN.,

An optimal centralized solution was presented in the
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form of an iteration algorithm. In [13]. an investigation
about cluster size and the number of cluster heads in the
region was schieved when all the devices in a WSN are
deployed randomly. References (14}-{15] surveved
clustering algorithms m WSN's.

111. Paper Organization
e Neswork Mocde

The methodology of ¢lustering algorithm in this paper:
is b hybrid scheme in which BS is the centralized
wuthority that partitions the network into layers subject to
nodes® proximity, while each individual CH takes charge
of forming its own cluster in a distributed manner (Fig.
1), BS is equipped with both an enormous encrgy suppily
and a powerful rdic transmitter 5o that is able to covera
disk of radius R centered at the sink.

. — >
= =,

b

===

.T

Stage 3

Sisgm ' Simpel

Fig 1, The stiges i the round

In the centralized phase, sensors are organized into
layers around BS based on their physical distance to Bs.
This phse is performed once in the BS and through this
the width of cach layer, the upper bound (UB), lower
bound (LB) and the number of layer= (n) are determined
mathematically (that will be discussed inter) und results
are broadcasted across the whole network via 8
'"HELLOY" beaton (Fig. 2}

—_—

UBn.LBn | .. | uUB2.LB2 | URLLBI | n |
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Fig 2 "HELLO" beapon Siructure

Each node in the network is able to cstimate its
physical distance 10 the BS via the signal strength
reccived. Thus, it can determine its corresponding layer
by compsring Ms proximity with the lower aml upper
bounds of the layers (see Fig. 3).

Fig 3 Lower hound |LBS and Lipper bound (LB of lever k
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further CH to the BS have 1 spend much enersy than the
elbser ones.

AW this point, a Hot:Spot problem arises when these
fodes excessively wlifize their encrity due 1w the distant
communications and consequently dfain their energy
rapidly.

Expectedly, the clustering pradign increases the
burden overloods CHs, forcing them 1 deplete. their
atierics anuch fuster than in a non-clustered network [4)
The additional enerey. consumption is atribuled 1o the
agaregaiion of intra-cluster waffic into a single stream hat
it transminied by the CH; and, 1 the relaying of inter-
cluster traffic from. other Clis in  multi-hop
comuunications. Such reluying 15 sometimes desirsblc
because of its pawee-consumption advantage over direct
communication  (CHo-sink o singlehop
commanication),

That makes the implementation of such muli-hop
nerworks. feasible In large scale regions. In contrast, the
singletiop communication networks, especially. those
containing homogenous nodes, are mostly applicable in
small-scale regions 3}

I this paper, we coasier small-scale applications that
se singlchop communication for data transmission. We
categorize tw concepts of network lifetime that ase first
node dying (PND) and last node dsing (LND). in FND
‘applications. the network lifetime is considered as long as
the first node dies. That means the network operation is
beneficial until all nodes are afive while any node flure
would make it useless.

Exampies are often scen in spplications monioring
crucial events and condiions such as gas monitring in
enclosed o undenground car parks for not. running
entitatos. fans all the times but when required. Another
example exists  military fields whene sensars are
monitoring chermical activities und the lifisime of  sensor
s caitial for maximum feld coverage [3]. In such cases
any mode's fiilure could possibly consequent 3 disaster,
Cnher types of applications are the LNT) applications in
which the network fifetime is considered as fong as the
st node dics. In ather words, the network continues its
‘operation unil the ast node is ulive. In thesc applications.
the failure of ane or more nodes docs not make the
network useless.

An example of these applications would be huinidiry
tonitaring n greenery. Our main motivation i 10
introduce & amlytical method 10 develop 3 hierarshical
wireless sensot network that prolongs the  nodes'
lingevity using clustering algorithis.

Innovative approach for this purposeis & Layer-
Orjented clusiering techniguel (or brivdly lnyering

technique) that aims af organizing nodes info clusters in
‘cach layer subject 1o maximizing the lifetime of that layer
Whih 15 genemlly comsidered 35 the tasin, crterion.
Systemaically. the layering technique tends to maximize

Eayering st o tae coneep of g the netwerk e
. b predetiied Tl (hoe o eI e

T

ot 08 P Wiy brice S - Al sgh raerved.

the ifeirie of the st node (Iast node) i FND (LND)
applications. The ebjective s 10 determine the optimum
clisier sizes 0 meet the loyering criterion. This is
‘achieved by considéring the widih of cach layer dircetly
elated 10 the chuster izey and conssquently. the oversll
Tifetine of that ayer-

Out contributions er¢, on one. hand, enploying the
Iayering tochnigue in the network and derive &
wmathematical solution for the optmury widh of esch
Tayer and, on the other hand, to provide an evhaustive
‘compacative srudy that expands on our previous works in
Layer-Oriented chustenng _approaches in [6-7H81.
Analytical methods are employed o study the impacts of
ot intracluster. and singichon. communication traffic
Tonds on the averuse layer's energy comwumption that is
formulated 2 an optintizatian problem.

“The rest of this paper &s onganized us follows: Next, in
‘section 2. we provide some relsted warks that have been
investiguted oo the same area. Section 3 deseribes the
system specifications coutaining energy model, probletn
stutement and layering algorithm, Section 4 dewls
simulation effits and analysis of the resuits obtained
¥inall, section § concludes this paper with directions and
scapes of futuse works..

1. Related Work

T the past few seare, many clistering Wlgoridhms have
bt proposed fo aut ho and sensor netiorks aiming 1o
improve the chergy efficiency. Authors n (3] huve
prescricd 3 tixonomy and general clasification of
clustering sehemes. and they surveyed different chustering
algorithms for wircless sensor networks and useful

protosol thet uiliees randons selection and frequent
Fotation of CHs for disributian of the wral load into ol
modes. The clustering process involves enly one teration,
after which a node decides whether to besome a CH or
ot and nodey take: tams in carrying the CH's role. The
o communication in LEACH is based on single-hop
communication model. The author alsa proposed two.
variants of LEACH. which are referred to 35 LEACH-C
(LEACH<entalized), and LEACHF (LEACH with
Fined clusters)

EELTC [10] is 8 siew hierarchical clustering algorithm
with wulihop communication that has she abilty afl
cremting uncqual chisters with very low controlling
overhead, In this slgorithm, 3 heurstic is proposed in
which the netwirk s divided into radial reions in @
céntralized manner based en nodes” pricimiy 1o BS.
Then the BS culoulites upper bound (UB) wd
bound (LB) of each layer and resuhs are
‘scros the netvork via a” hello” message.

Al sensors determine theis tegion by
message ffom the BS. A competitive
based on regian and energy s et among fodes

vt ey o Compuoers ard Setware, Vol 4,
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furthe CHs 1 the BS have o spend much encry than the
claser ones.

“At this point, & Hot:Spot problem arises when these
nosies excessively utilize their energy due 10 the distant
communications. and cansequently drain their energy
rapidly

Expestedly, fhe elustering puradigm increases the
busden overloads ChHs, forcing them to deplete their
hutieries much fister than in a non-clastered network (4]
“The sdditional eneray cansumption is aftributed {o the
sregation of inravcluster traffic i s single stream that
s transmitted by the CHL. and, to the relaying of inter-
custer traffic from other CHs in  multi-hop
communications. Such relaving is sometimes desimblc
because of its power-consumption advantage over direct
commusication (CHesink or  singhehop
communication).

That mukes the implementation 0f such mulii-hop
etworks feasible in lirge scale regions. In contrast, the
singlehop communication nctworks, especially those
contaiting homogenous nodes, are mostly apphicsble in
somall-scale regions [31.

I his poper, wo consider small-scale applications that
use singlehop communication for data trasmission. We
eatogorizs o cancepts of network lifétime that are first
node dying (END) and last node dying (LND). In FND
applisations, the network liftime is considered as [ong s
the first node dics. That means the network operation is
eneficial il il noes are alive while any node falure
‘would make it useless.

Examples. arc often seen in applications monitoring
cucial events and conditions such as gas monitorng in
enclosed o undenground car parks for ot running
entilsor fas ail the times but when required. Another
cxample exists in military fields where sensors are
oaitoring chemical activiies and the lfetime of a sessor
i critical for maximum feld coverage 151, In such cases
any node’s fare Could possibly consequent a disaster.
Othet types of applications arc the LND applications in
which the netwurk lifetime is considered as long a4 the
st node dics. In other wareds, the netwark contines its
operation untilthe Tast node s alive. I these applications,
the fuilure of no or more nodes doss ot make the
nework uselcss.

‘An example of these applications would be humidity
onitoring in greenery. Our main motivation is 1o
introuce an analytical method to develop a hierarchical
wircless. semsar network that prolangs the  nodes’
Tongevity using clustering algorithms.

‘innovative appronch for this purpose is a Laver-
Orferted clustering teshniquel (o briefly layering
fechnique) that nims at organizing nodes into clustery in
<cach layer subject to maximizio the fifcime of that layer
which s generally considered as the main erierion.
Systematically, the layering technique ends 1 maimize

Layormg e 4 e el of i the seswirk 0
o tased . predefind canerin. (For.mare nformlion e
[
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he Hifiine of he first node (fast-node) in FND (LNDY
applications. The sbjective s o detsrmine the opimum
cluber sims o meet the layering eriterion. This s
‘sehieved by considering the width of each layer directly
relited 1 the chister sizes and consequendly the overall
lifetime of that ayer.

Our contribations are, on one hand, employing the
lapering fechaigue i the network mnd derive @
mathemstical solution for the optimur widih of exch
fayer and, on the other hand, o provide an exbaustive
carmparaive sty that expands on ol previous works in
Vayer-Orented. clusizsing_ approaches in  [61{7HIE].
Analyiical meshods are employed 15 study the impacts of
bt fotracluster and siagichop communication traffic
loals on the averaee layer's energy cansumpuian that is
formulated 2+ = aptimization problem.

“The e of this paper is organized a5 folfows: Next, in
spctivn 2, we provide sorme felated works that lave been
iveitigsied o the samo wres. Scction 3 describet the
Lysiem specificatians contining encczy model, probler
sisteroent and Inyering. algorithm, Section 4 detaily
simlation. cfforts and analysis of the resulty obtained.
Finaly, section § concludes this paper with direstions and
scapes of e works

1L Related Work

I the st few vears, many clastering algorithms have
een priposed for sd Boc and sensor networks aiming 1o
iprove the enerpy eMiciensy. Auhors in (3] have

& taxonomy and general clissification of
clusterie schemes, and they surveyed different clustrine
slgorithns for wincless sensor networks wnd useful
comparisons areperformed  highlighting _ ohjectives,
feanures, somplesity, e

LEACH [9) s an spplication-specificclustesing
protocel thar wilizes random selection and frequent
rotation of CHs for distributian of the towl load into il
podes. The clustering prycess invalves anfy one leration,
afier which a mde decides whether 10 become a CH oc
nat and nodes take tums i carrying the CH's role. The
data communication in LEACH is based on siagle-hop
communication. model. The authar also proposed two
variants of LEACH, which are referrcd 1o as LEACH-C
(LEACH-centralized). and LEACH-F (LEACH with
Fied chusters).

EELTC [10] it new Hierarchical clustering algorithm
with malibop communication that hus the abilty_of
cresting unequal tlusiers with very low_ confrolfing.
overhesd. In this algorithm, & heuristic is proposed in
\hich' the newwork is divided inta rudial regions n &
centraliped manner hased an nodes” proximity to BS.
Then ihe BS calculites uppor bound (UB) and lower
bound (LB) of each laver and resulis are broadcasted
scross the network via a” hello” messase.

Al sensors determine ther region by receiving this
messige from the BS. A competitive clusiering phase
based on rogion und encrgy ts set among nodes 1o form
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