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Abstract

Let X and ¥ be positive weakly negatively dependent (WND) random variables with finite expec-
tations and continnous distribution functions F' and G with heavy tails, respectively. The asymptotic
behavior of the tail of distribution of XY is studied and some closure properties under some suitable
conditions on F(z) = 1 — F(x) and G(z) = 1 — G(x) are provided. Moreover, subexponentiality of
XY when X and Y are WND random variables is derived.
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1 Introduction

The subexponentiality of distribution of XY when X and Y are independent heavy tailed random vari-
ables with distribution functions F' and G respectively, has been studied by Cline and Samorodnitsky[3].
They proved that, if F belongs to the class of subexponential distributions (S), denoted by F' € S under
some suitable conditions on F(z) = 1 — F(z) and G(x) = 1 — G(z), then the distribution of XY belongs
to S. Tang [9] by removing conditions of Cline and Samorodnitsky and adding a mild condition to the
distribution F' , extended these results. Following the works of Tang [9] and Cline and Samorodnitsky[3],
we will study asymptotic behavior of the tail distribution of XY, when X and ¥ are WND random
variables with finite expectations and continuous distribution functions F' and G, respectively. In fact,
we prove, if F' and G belong to classes L or D, under some suitable conditions on F and G, then the
distribution of XY also belongs to the L or D. Finally, we derive subexponentiality of XY when X and
Y are WND random variables.

An important class of heavy tailed distributions is 2, which consists of all distributions with dominated
variation. By definition, a distribution function F belongs to the class D, if limsup F(zy)/F(z) < oo,
holds for some 0 < y < 1 as & — oc. A wider class of heavy tailed distributions is L, which consists
of all distributions with long tailed distributions. By definition, a distribution function belongs to L, if
lim F(z —y)/F(z) = 1 holds for any y € R, as x — oc. For a distribution F with F(z) > 0 for all z > 0,
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the lower Matuszewska index of the function F' is defined as follow,

_ I D) . N, F(ux) .
J.(F) = Sup{ Tog o } with  F*(v) = ll;ﬂ_}sol:}p o) for v>1.

It is easy to see that, the condition 0 < J.(F) < oo is equivalent to condition F*(v) < 1, for some
v > 1. For details of the lower Matuszewska indices see Bingham et al[1]. (chapter 2.1) and for further
discussions and applications see Cline and Samorodnitsky [3]and Tang and Tistsiashvili [10]. Throughout
this paper all distribution functions are defined on [0,00) and f(z) ~ g(x) means that lim f(z)/g(z) =1
as © — oo. We denote the tail of distribution of F by F(z) = 1 — F(z) and distribution of product of
XY by H, say H(t) = P(XY < t). The Weakly Negative Dependence (WND), which is introduced as
follows, is a kind of dependence which has some good and simple property that allows us to prove some
useful results.

Definition 1.1. The random variables X and Y are said Weakly Negatively Dependent (WND) if there
exists some C > 1 such that, f(x,y) < C.fi(x).f2(y) where f(z,y), fi(z) and f2(y) are joint density and
marginal densities of X and Y, respectively.

Remark 1.2. Let X and Y be two WND random variables with distribution functions F and G respec-
tively. Then it is easy to show that,

i) For every x,y € R we have,Fx y (z,y) < C.F(x)G(y).

it) For all positive value of z, P(X +Y > ) < C. [~ F(x — u)dG(u).

i11) If hy(.) and ha(.) are monotone measurable functions then hy(X) and ha(Y) are WND. In particular,
it s valid when hi(z) = ¢;x,1 = 1,2 where ¢; € R.

2 Main results

In this section, we study the asymptotic behaviors and some closure properties of classes D and L for
product of two random variables with heavy tail distribution functions.

Theorem 2.1. Let X and Y be two WND random variables with distribution functions F' and G, re-
spectively. Suppose that F' and G belong to D and 0 < J,(G) < co. If there exists some 0 < p < J.(G)
Jor which E(X~F) < 0o, then H € D, where H(zx) = P(XY > z).

Proof. Since we study the asymptotic behavior of tail of the distribution functions for sufficiently large
positive value of x, hence, without loss of gencrality we assume that = > 1. We prove the theorem in
three parts

i.If X >1as and Y >1 a.s., then we have

H(z) P(XY >z)=PlnX +InY >Inx)
PlnX+InY >ne;lnX <lnz;InY <Inz)+ P(lnX >1nz)

+P(InY >Inz) - P(lnX > Ina;InY >1Inz). (2.1)

On the other hand, it is easy to see that for any positive values a, b, ¢ and d,

a+b a b
< (4=, .
T d _rnah{c,d} (2.2)

So, for some 0 <t < 1, we get

g((tj‘)) S max{f. 5 IQ} . (23)
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where,

[ P(X > tr) — P(X > tz,Y > tz) < P(X > tx)
' 7 PX>z)-P(X>rY>z) ~PX>z) -CPX>z)PY >z
_ [PX>2) CPX>2)PY >2)]7" 4
= P> P(X > i) = s+ 1]

The inequality directly follows form Remark 1.2. Then, by F' € D, we have, 0 < lim,_,,, I3 < 1 and
limg ;00 Iy = 0, therefore, limsup,_, I} < co. Moreover,

P(Y > ta) + P(XY > tz;YV <ta; X < tx)

E PY >z)+ P(XY >mV <3 X < 1)
P(Y > tx) i Gtr/u) — G(tx) PY >tx)
< Fsa tCl T aw W= sy

Where the last equality follows from remark 1.2. Now, by Tang [9] and the second statement of Proposition
2.2.1 of Bingham et al.[1], we conclude that for each 0 < p < J.((G), there exist positive constants C' and

zp such that the inequality G(y)/G(z) < C'(y/z)?, holds uniformly for zp <y < z, or equivalently, that
the inequality

Gtz /u) < C,(tx/u

0 Py = Cafuy

holds uniformly for zy < % <zorfort<u< ;—"g So we have

/f Gg(i{)“) dF(u) < c.c'.ff(t/u)l’ dF(u) < My 47 B(X™P) < oc. (2.4)

Where, M; = C.C". Now, if zyp < 1, then, by (2.4) we can write
B Gt u) o G(tz/u)
5 < C. = <C. = - .
L_Cft G dF(u)_C/i G dF(u) < o

If &g > 1, we have

B Gt fu)

I:,< - =
<G Tow

dF (u)

% Gltr/u) LGt fu)
c. / Gl AF+C. . G0 dF (u)

_ Gtz /u)
= C/ ) dF(u) + Is.

On the other hand, we have
o G‘(k) tz
limsup Iy = li
bt fl ey Glukft) B

Where k = tz/u and f is density function of X. The last equality follows from G € D and the fact that
limg ;a0 to/k* = 0 . Therefore, using (2.4) and (2.5) we can conclude that limsup,_,  I5 < oo and then
limsup, _, . I» < oc. So

flexfk) dik = 0. (2.5)

lim su; H{(tz)
wone H(z)

ii. f X >1as and 0 <Y <1 a.s., then for some 0 < ¢ <1 and for all # > 1, Remark 1.2 and F € D
imply that

< 00

lim sup H(tz) < limsu PXY > tz) msup C. gl m/u

T—=0o0 H(J") - z—)oop P(-Y > ) o0
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iii. The case 0 < X < 1 a.s. and ¥V > 1 a.s. is similar to ().
Using (2.2), and last three section we have
A(tz) P(XY >t X > 1.V > 1)
li <1 :
mSup iy S msupmax{ s N STy s 1)
PXY >tz X < LY >1) PXY > 2, X > LY < 1),
"PXY >mX<LY >1) P(XY >5;X > LY <1)

This completes the proof. O
Theorem 2.2. Let X and Y be two WND random variables with distribution functions F' and G, re-
spectively. Suppose that F,G € D and E(X) < oc (E(Y) < co). If F(z) = O(G(x)) then H € D.

Proof. The approach of the proof is similar to the proof of Theorem 2.1 just we need to change the
relation (2.5). In the new situation, for all # > 0 and 0 < ¢ < 1;h > 0, we have

P(XY > tz;Y <tz; X < tx) b G(to:/u)
PY > ) G TG@
[1] (n+1)h G(t.c/u) _ _
= Z;fh Glo) el .1:) Z ((n 1 h) [F(nh) = F((n+1)h)]
t.r/h F(U) (tz/((n + 1)h)) — G(tz/nh)] ,
< ZF( h) { &) ]7K1+{s2. (2.6)

n=1

Where Ny = [tz/h]. Since G € D, we have limsup,_, . K1 < occ. On the other hand, by Theorem .........
we know for any ¢, > 0 and h > 0 there exist some ng € N such that for every n > ng, nh > te. So we
have

- (tz/((n + 1)h)) — G(tz/nh)
K, = ZF(nh) [ oo }
_ Z+ Z Fluh) { (t:r/((n+1(%?2—0(t;z:/nh)] Ky Ko @27)
n=ng+1 g

Now we get

J:151:;_ K3 < ”ZOF(nh) zli_I}IéO [G(m/((ﬂ 1)2)) — (f.T/nh)] < M. ”’zﬂ F(nh) < cc.

n=1 n=1

Where the second inequality follows by

{C‘(t:r/((n +1)h)) — é(tm/nh)} <5

Ms; = lim G)

T—00

(by GeD)

Furthermore, we have

No #,
lim Ky < lim FG((E;)) [G(tx/((n + 1)) — G(tz/nh)]
< My lim f;(t"’)][ (tz/((No + 1)R)) — G(tz/noh)] < oo. (2.8)

Where, last inequality follows from G € D and My = lim,_,n, F(tz)/G(tx). Now by substituting (2.7),
(2.8) and (2.8) in (2.6), proof completes. O
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Corollary 2.3. Let X1,..., X, be WND random variables with common distribution function F € D. If
E(X) < oc then P, =], Xi € D.

Theorem 2.4. Let X and Y be two WND random variables with distribution functions ¥ and G, re-
spectively, If F,G € DNL and G*(t) <1 (F*(t) < 1),then H e DN L.

Proof. By the same approach as used in the proof of Theorem 2.1, we have:

i.If X >1asandY > 1 as., then for any w > 0 and for all > 1, applying (2.1) and (2.2), we have
1< H(z —u)/H(z) < max {J;, 2}, where by using Remark 1.2,

P(X>:1:—u)—P(X>x—u;Y>x—u)< P(X >z —u)

i = P(X>z)-PX >nY >z ~ P(X >z)-CPX >z)P(Y >x)

Since F € L, then lim, ., J;1 < 1. For Js we have

Js < %[G‘(m—u)—i—P{XY Sr—wX<r—wY <z-—u)=.Js+Jy,

where .J3 = G(z — u)/G(z) and

TG .r—u/t—G —u)
J4<C/ ) dF(u).

Now, for each t > 0, G € L and G*(t) < 1 we have lim,_,~, Jz = 1. Also, by Remark 1.2,

limsup.J; < C. [ lim sup Toe—uy@[G((x —u)/t) = Gz — u)]

00 =00 C_:(J:)

dF(t) <0

So, for each u > 0,

lim —e = 1. (2.9)

T—+00 _H(_g)

i, f X > 1 a.s.and 0 <Y <1 a.s., then

P(XY >z —u) Plz—u< XY <uz)
< —_— e — -
'S pxvsy YT Py s o 1+
By Remark 1.2 and F' € D N L we have,
. . P(rf-u<XY<x) F(.L‘*Tt Flz/t)
5 < =
i o< i =R S e b ot o
Hence,
. H(z—u)
1 e 2.1
o H(z) (2.10)

tit. Y > 1 a.s. and 0 < X <1 a.s., then, similar to (ii) we can obtain (2.10).
Combining (2.2), (2.9) and (2.10), we derive

. H(r-u) . PXY>r-uw;X>1LY >1)
1 < lim ——— = |
s fm ey T Am e e s sy s D)
PXY>z—-u;X <1,V >1) PXY >z—-—u; X >1;Y <1)

TPXY >mX<1Y>1) T PXY>;X>1Y <1)

<1

This completes the proof. |
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Theorem 2.5. Let Y, and Yz be two WND random variables with common distribution function G € L
and E(Y) < co. Suppese that Xy and Xy are two independent random variables which are independent
of Y1 and Y5, with distribution functions Fy and F», respectively, then

P(X\Y] 4+ XY, > ) ~ P(X4 Y] > 2) + P(XpYe > 2) as z — 0.

Proof. For every x > 0, we have

o0 oo
PIXV1+XoYe>a) = / ] P Y1 +a2Ye > 2| Xy = 21, Xo = 22)dFy (21 )dF(22)
0 0

¢

fo&: /c;x[P(.:r:lYl > x) + PlaeYs > a)|dF) (z,)dFs (x2) (as x — o0)
P{X1Y1 > z) + P(XuYs > x).

The asymptotic relation follows by Theorem 2 of Ranjbar, et al.[8], and this completes the proof. O

Conclusions: All Theorems and Lemmas are valid for C' = 1, as a matter of fact, the independence
structure is special case of our work.
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