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V. CONCLUSION

We have proposed a novel approach, in which data is written
row-by-row into a matrix and read diagonal-wise, for designing
collision-free parallel interleavers. To improve the performance of
the designed interleaver, a random mapping and swapping scheme
has been used to augment the spread distance of the interleaver. The
proposed collision-free parallel interleavers are competitive with the
collision-prone S-random interleaver and slightly outperform the
interleaver specified by the 3GPP standard. To minimize the decoding
delay in a highly-parallel decoder, two warm-up-free parallel archi-
tectures, the parallel SW architecture, and the PW architecture, have
been proposed for long and short turbo codes, respectively. Compared
to the warm-up parallel SW architecture, the proposed warm-up-free
parallel SW architecture increases the speed by 6%—-34% at a cost of a
hardware increase of 1% for an 8-parallel decoder, while the proposed
warm-up-free PW architecture doubles the speed at a cost of hardware
increase of 12%.
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DTMOS Technique for Low-Voltage Analog Circuits

Mohammad Maymandi-Nejad and Manoj Sachdev

Abstract—In this paper, the application of dynamic threshold MOS
(DTMOS) technique for low-voltage analog circuits is explored. The body
terminal of PMOS transistors in bulk CMOS technology can be used
as the forth terminal to enhance the performance of low-voltage analog
circuits. To show the effectiveness of this technique, we have designed a
continuous time common mode feedback (CMFB) circuit for a sub 1-V
opamp and a new sub 1-V, 1-bit quantizer. A 0.8-V opamp with embedded
CMFB and a 0.8-V, 1-bit quantizer for low-voltage A3 modulators are
implemented in 0.18-pzm CMOS technology. The simulation results as
well as the measurement data of these blocks are presented in this paper.

Index Terms—1-bit quantizer, CMOS analog circuits, comparator, AX
modulator, dynamic threshold MOS (DTMOS), operational amplifier.

I. INTRODUCTION

in the CMOS technology, demands for lower supply voltages [1].
This is due to the very thin gate oxide in advanced technologies. In ad-
dition, in many applications such as implantable biomedical devices,
hearing aids [2], etc., the circuit should be operated with a miniature
battery. Often, commercial miniature batteries provide a voltage in the
range of 0.9 to 1.5 V with limited energy capacity [3]. In such appli-
cations, the volume and the weight of the battery is one of the primary
concerns. These concerns force analog circuit designers to look for
low-voltage, low-power circuit architectures and techniques. Reducing
the supply voltage in analog circuits is not trivial compared to digital
circuits. In particular, supply voltage reduction in analog circuits re-
duces its dynamic range which in turn, degrades the signal-to—noise
ratio (SNR) of signals. Moreover, as CMOS technology scales down
the output resistance of MOS transistors is reduced. As a consequence,
the maximum achievable gain from a MOS amplifier is reduced. Sim-
ilarly, reduced output resistance makes the design of supply indepen-
dent biasing network a challenging task. As a result, analog designers
must continuously find low-voltage circuit techniques in order to be
consistent with technology trends [4], [5]. In this context, the dynamic
threshold MOS (DTMOS) technique, which was originally used in dig-
ital circuits, has the potential to enhance the performance of a low-
voltage analog circuit [6].

In this paper, we show how the DTMOS technique can be helpful
in the design of low-voltage analog circuit blocks. We designed a
low-voltage, fully differential amplifier with a common mode feed-
back (CMFB) circuit and a low-voltage comparator, incorporating
the DTMOS technique in bulk CMOS technology [7], [8]. In the
case of CMFB, the DTMOS technique helps in reducing the circuit
complexity while not consuming extra power. Similarly, in the case
of the comparator, the DTMOS technique makes it possible to get a
rail-to-rail input range.

This paper is organized as follows. In Section II, an overview of the
DTMOS technique is given. The common mode feedback circuit and

T HE continuous trend toward smaller feature size for transistors
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Fig. 1. Effect of forward body bias on (a) threshold voltage; (b) drain current;
and (c) body current of a minimum size PMOS transistor.

the quantizer circuit are discussed in Sections III and IV, respectively.
Finally, conclusions are drawn in Section V.

II. DTMOS TECHNIQUE

The DTMOS technique was first introduced in 1994 [9], [10]. Since
then, many novel circuit applications of this technique have been pro-
posed. The DTMOS technique is mostly used in digital applications in
which the gate and body of the MOSFET are tied together. This is to
reduce the leakage current during off state and reducing the threshold
voltage during on state to increase the overdrive voltage. It is also
possible to use the DTMOS technique in bulk CMOS technology for
analog circuit applications. However, in analog applications the body
terminal of the MOSFET transistor is normally used as a forth terminal.

In the standard bulk CMOS technology, it is possible to use the body
of PMOS transistors as a fourth terminal to the MOSFET. Fig. 1 de-
picts the impact of the forward body bias (V4,¢) on the threshold voltage
Vo, drain current I;, and the body current (the current going into the
body terminal) I, of a PMOS transistor. As can be seen in Fig. 1(a),
by changing the absolute value of V4,5 from 0 to 0.5 V, the threshold
voltage reduces by more than 25%. Increasing |Vis| also causes drain
current to increase [Fig. 1(b)]. However, note that as the body-source
junction becomes more forward biased, more current goes into the body
terminal of the MOSFET [Fig. 1(c)], which is not desirable. Neverthe-
less, as can be seen in Fig. 1(c), a forward bias of up to about 0.4 V is
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Fig. 2. Schematic of the folded cascode amplifier with embedded CMFB.

acceptable. Even for a forward bias of 0.5 V, the body current is still
much smaller than the drain current and can be ignored in many appli-
cations.

Several issues should be considered while using the bulk as the forth
terminal of the transistor. First of all, the bulk terminal has a lower
transconductance g, compared to gate transconductance g, . Second,
the parasitic capacitance of the bulk terminal can be larger than that of
the gate. This is due to the relatively large area of the n-well in which
the PMOS transistor is formed. Therefore, body terminal should not be
part of a high frequency path. Finally, the forward bias voltage of the
body terminal should not exceed a fraction of a volt.

Despite the limitations of using the bulk terminal of a PMOS
transistor, the DTMOS technique can have several advantages in
low-voltage analog circuits. First, in low-voltage applications there
is not much voltage headroom for signal swing and reducing the
threshold voltage can be helpful. Second, having a fourth terminal can
be advantageous since it can result in a simpler circuit with a fewer
number of transistors. Third, the voltage range at the body terminal of
a PMOS transistor normally covers the range of voltages which is not
covered by the gate of the transistor. Therefore, using the bulk terminal
makes it possible to extend the input voltage range of a circuit. These
issues will be addressed in more detail in subsequent sections of this

paper.

III. CoNTINUOUS TIME COMMON MODE FEEDBACK (CMFB)
CIrRcUIT USING DTMOS TECHNIQUE

In fully differential analog architectures, the CMFB plays a critical
role in bias stabilization [11]. In an analog amplifier transistors are typ-
ically biased in the saturation region in order to provide adequate gain.
A CMFB is necessary to guarantee that all transistors are biased on the
desired operating point. A CMFB circuit also improves the common
mode rejection ratio (CMRR) of the amplifier. In this section, we dis-
cuss a continuous time CMFB circuit using the DTMOS technique.

A. Folded Cascode Amplifier With a CMFB Circuit Using DTMOS

Fig. 2 illustrates the schematic of a sub 1-V folded cascade ampli-
fier with the proposed CMFB circuit. The amplifier is designed to op-
erate with a single power supply voltage of 0.8 V. The input transistors
(M, , M) and the active load transistors (M3, M) are biased in the
saturation region. Therefore, it is necessary to adjust the current of the
transistor M+ to twice that of the current passing through M5 or M.
Any variation in biasing voltages V31 or V4o causes a large voltage
change at the output (V" and V7). Bias voltage variations change op-
erating points of transistors and may cause some of them to operate in
the linear region which is not desirable. In order to compensate bias
voltage variations, often CMFB circuits are used. Since the tail current
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transistor (M1) is a PMOS transistor, it is possible to apply feedback
voltage to its body to counter the biasing voltage variations. Two PMOS
transistors (Mg, M), acting as two large resistors, are employed to
detect the common mode voltage. The feedback voltage (V) is ap-
plied to change the body voltage of the tail current source transistor
M. Bodies of My and Mg are biased at approximately 0.4 V to im-
prove the operating range of the CMFB technique. In the steady state,
the source voltage of My and Mo is approximately 0.6 V. This for-
ward biases the body of My and M, by a voltage of approximately
0.2 V. Therefore, the threshold voltage of these transistors is reduced,
making them suitable for low-voltage operation. Using the previously
mentioned circuit technique, a negative continuous time CMFB mech-
anism is realized. This CMFB loop compensates any perturbation in
Vi1, V2, and Vi5 by changing the body voltage of M. As a result of
the CMFB, the amplifier can tolerate larger parameter variations during
fabrication and the CMRR of the amplifier is improved.

B. Simulation Results

To verify the effectiveness of the proposed CMFB circuit against
parametric variations, the circuit is simulated with and without the
CMFB. The simulations are carried out for two different situations:
1) without any perturbations in biasing transistors and 2) with pertur-
bations in biasing transistors. Fig. 3 shows the percentage of voltage
change at the output of the first stage (V.,V.;) due to a change in
V2. Clearly, the proposed CMFB effectively reduces the impact of any
source that causes common mode errors, like the bias voltage V.

The feedback transistors of the proposed CMFB circuit should be
sized such that they do not load the output stage of the amplifier. The
equivalent resistance of the feedback transistors My and M, affects
the amplifier’s differential mode and common mode gains. If the resis-
tance of My and Mo is low, then it will degrade the differential gain
of the amplifier. Therefore, the W/ L ratio of these transistors should
be as small as possible to keep this resistance as high as possible. On
the other hand, if the resistance of My and M, is very large, then the
feedback gain will be reduced. This reduces the effectiveness of the
CMFB and, hence, the CMRR. Therefore, in order to size the feedback
transistors a designer should strike a compromise between the CMRR
and the differential gain of the amplifier. Table I shows the simulation
results of the amplifier for three different sizes of the feedback transis-
tors. The biasing current of the amplifier is kept the same for all three
different sizes of the feedback transistor. As can be shown in Table I,
the differential gain of the amplifier decreases as the W/ L ratio of the
feedback transistors increases. Meanwhile, increasing the /L ratio
of My and My increases.
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TABLE I
EFFECT OF THE SIZE OF My, AND M, ON THE
PERFORMANCE OF THE AMPLIFIER

M9, M10 Differential Common CMRR (dB)
W/L (um) mode gain mode gain (@ 1 KHz)
0.25/20 394 2.0 45.89
0.6/20 390 1.6 47.46
0.95/20 370 1.4 48.45
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Fig. 4. Feedback voltage generated by the CMFB circuit with respect to the
common mode and differential mode output voltage.
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Fig. 5. Using CMOS combination for sampling the common mode voltage.

Another point that should be mentioned here is that the feedback
voltage generated by the common mode voltage sampling circuit
should be independent of the differential output voltage. In the pre-
vious amplifier, two PMOS transistors are used as two large resistors
to sample the output common mode voltage. Clearly, the two transis-
tors can not behave exactly as two linear resistors. Fig. 4 shows the
response of the sampling circuit to the common mode as well as the
differential mode voltage at the output of the amplifier. It is apparent
from this figure that the feedback voltage changes as a result of
differential output voltage, which is not desirable. In order to improve
the behavior of the common mode sampling circuit one can use two
NMOS transistors in parallel to the PMOS transistors as shown in
Fig. 5. The feedback voltage generated by this circuit is shown in
Fig. 6 with respect to the common mode and the differential mode
output voltage. Comparing Fig. 4 with Fig. 6, it is clear that using both
PMOS and NMOS transistors for sampling the common mode voltage
improves the performance of the common mode sampling circuit.

C. Measurement Results

The 0.8-V folded cascode amplifier of Fig. 2 with embedded CMFB,
is implemented in 0.18-pm CMOS technology. The die microphoto-
graph is shown in Fig. 7. For comparison purposes, we implemented
the amplifier with and without the CMFB. The amplifier without the
CMFB occupies an area of approximately 4500 pm?*. The CMFB cir-
cuit required an additional area of approximately 10 xm by 60 pm
which is 13% of the area of the amplifier. The two amplifiers are tested
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TABLE II
MEASURED PERFORMANCE PARAMETERS OF AMPLIFIERS
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Fig. 8. Frequency response of the amplifier with and without the CMFB circuit.

at room temperature with a power supply voltage of 0.8 V. The load ca-
pacitance, including capacitances of the input/output (I/O) pad, trace,
and test equipment is estimated to be approximately 4 pF.

Fig. 8 shows the measured frequency response of the two ampli-
fiers. The gain of the amplifier with the CMFB is approximately 0.5 dB
less than the gain of the amplifier without the CMFB. This is expected
since the CMFB transistors reduce the overall resistance at the output
of the amplifier. The measured performance parameters of the two am-
plifiers as well as the post layout simulations results are summarized
in Table II. The implemented amplifier has an input offset voltage of
0.22 mV. Also, note that the CMFB has improved the CMRR by ap-
proximately 12 dB.

Measurement Measurement Post layout
with CMFB | without CMFB with CMFB
DC diff. gain (dB) 50.1 50.6 52.1
GBW (MHz) 9.1 10 11.2
CMRR (dB) (@ 1
KHz) 48.4 36.1 51.2
Input offset voltage 022 022 N/A
(mV)
Power consumption
S1uwW S1uw 45uW
(Va=0.8V) " " "
Cs

D1 C1 @ I 1-bit quantizer

Vin ._\T_| |_T_- - _:_ Vout
c1>21 <1>1
If Vou=0 If Vout=Vda
Vd ._(b1p Cl_z ¢1p=q)1 (1)1p= D,
d |
q)2p = (I)z (DZp = d)1
(1)2;1
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08V 08V 08V
0.65V
03V 03V
0.15V
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Input voltage range Output voltage Input voltage range
of the opamp range of the opamp of the quantizer

(b)

Fig. 9. Simple first-order A modulator and the voltage range at different
points of the circuit.

IV. 1-BIT QUANTIZER WITH RAIL-TO-RAIL INPUT RANGE
FOR SUB 1-V AY. MODULATORS

Delta-sigma analog-to-digital (ADC) converters are very suitable for
low-voltage applications. Most AYX ADCs use a 1-bit quantizer at the
output. In a sub 1-V AY modulator, not only the design of different
building blocks becomes more difficult, but also the coupling of sig-
nals amongst these blocks becomes a nontrivial task. Fig. 9(a) shows
the schematic of a simple first-order AYX modulator. In a low-voltage
modulator, the opamp, switches, and the quantizer should all operate
with a low-supply voltage. In an opamp, depending upon the type of
transistors (NMOS or PMOS) used at the input stage, the opamp input
voltage range will be close to either Vaq or GND. However, the output
voltage of the opamp is normally biased at Viq /2. In the quantizer, the
input range is also close to either of the supply rails. The voltage ranges
at the input and output of the opamp as well as at the input of the quan-
tizer are shown in Fig. 9(b). Clearly, the output range of the opamp
and the input range of the quantizer have a very small overlap. This
makes the signal coupling of these two blocks difficult [12]. One way
to overcome this problem is to shift the output voltage of the opamp
to lower voltages. This dc shifting is not trivial in low-voltage circuits
and consumes extra power. Alternatively, we can use a quantizer with
rail-to-rail input range. This helps the designer couple the quantizer di-
rectly to the opamp.
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Fig. 11. Transient response of the comparator for two different input levels.

A. 1-Bit Quantizer Using DTMOS Technique

‘We have used the body of the PMOS transistors as the input termi-
nals to make a track and latch comparator with rail-to-rail input range.
Fig. 10 shows the schematic of the quantizer. The gate terminals of the
input PMOS transistors (M and M>) are connected to ground while
the body contacts are used as inputs. The comparator (quantizer) has
two operational phases which are separated by the Reset signal. In the
case of a AY modulator, the Reset is connected to the system clock.
When the Reset is high, the comparator is in the tracking phase. In a
typical track and latch comparator, during the tracking phase the com-
parator is biased at the metastable point by shorting the two outputs to
each other by a switch [13]. This method is not suitable for low-voltage
application, since it is not easy to turn on the switch that shorts the
two outputs. To avoid this problem during the tracking phase, the two
outputs of the comparator are shorted to GND by transistors 15 and
Ms. In the tracking phase, the current through transistor A4~ is divided
between the two transistors M; and M;. Depending upon the body
voltage of these transistors, their drain currents are different. When the
Reset gets low (latching phase), the voltages at the two outputs start
rising. After the output voltages reach a certain value (the switching
threshold voltage of the comparator) the cross coupled transistors M3
and M, form a positive feedback and, depending upon the initial cur-
rents of M, and M3, one of the outputs goes to Vaq and the other one
goes to GND.

B. Simulation Results

Fig. 11 illustrates the transient response of the comparator with a
capacitive load of 1 pF running at a frequency of 10 MHz. The tran-
sient response depicts two cases: 1) V; = 1 mV and 2) V; = 0.1 mV.
Clearly, when the input has a larger value, the comparator response is
faster. This is because the difference between the currents of M; and
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TABLE III
DELAY OF THE COMPARATOR FOR DIFFERENT DIFFERENTIAL INPUT VALUES
7 10pv [ 100pv | 1mv 10 mV
ta (ns) | 2625 | 23.05 | 19.95 16.75
toms) | 229 | 192 15.8 12.3
ta(ns) | 49.15 | 4225 | 3575 29.05

My is larger which, in turn, enables the quantizer to reach the final state
faster. The delay response of the comparator in the latching phase can
be divided into two time periods. In the first period, it takes finite time
tq1, to charge outputs to the quantizer switching threshold. During this
time the positive feedback is not yet operational. In the second period
when the positive feedback is effective, it takes time ¢42, for outputs
to reach their final values. Table III shows ?41, t42, and the total delay
(ta=tq1+taz) of the comparator for different differential values of V;.
From this table, it is apparent that there is a compromise between the
maximum operating frequency of the comparator and the input voltage
resolution. According to Table III, when the differential input voltage
is 10 pV, the delay of the comparator is 49.15 ns. This delay should
be smaller than a half period of the clock. Therefore, running the com-
parator at a clock frequency of 10 MHz can provide a signal resolution
of 10 11V. Increasing the clock frequency reduces the quantizer resolu-
tion.

In the proposed circuit, transistors Mz to M are used to speed up
the circuit. These transistors source currents to output nodes after the
Reset is inactivated and, hence, t4; is reduced. The body of transistors
My and M, are forward biased to reduce their threshold voltage. It is
also possible to increase the biasing current and size of the input tran-
sistors to reduce the delay. Therefore, there is a compromise between
speed and power consumption, too.

C. Measurement Results

The quantizer of Fig. 10 is implemented in 0.18-pm CMOS tech-
nology on the same chip with the amplifier. It takes an area of approx-
imately 45 pm by 40 pm. In order to drive the capacitive load of about
4 pF due to I/O pads and packaging pins, two large drivers are added at
the outputs of the quantizer. To test the performance of the quantizer, a
sine wave signal with a frequency of 1 kHz and an amplitude of 70 mV
is applied to the input of the circuit. The clock frequency is chosen to
be 1 MHz. The supply voltage used to test the quantizer is 0.8 V. The
dc offset of the quantizer is measured to be approximately 10 mV. The
quantizer is capable to operate at frequencies of up to 2.5 MHz. The
limitation in the clock frequency is coming from the large load at the
output of the buffers implemented on the chip to drive the I/O pads.
The quantizer itself is able to operate at higher frequencies.

V. CONCLUSION

In this paper, we discussed the DTMOS technique and its poten-
tial advantages in analog circuits. To show the effectiveness of this
technique, we presented a method to implement a continuous time
CMEB circuit for fully differential amplifiers using the DTMOS tech-
nique. The DTMOS technique makes the CMFB circuit simple and
when the CMFB is used in a folded cascode amplifier, it does not con-
sume any extra power. The measurement results of the amplifier show
that the proposed CMFB circuit has increased the CMRR of the am-
plifier by 12 dB. As another example, to show the benefit of using
DTMOS technique, a new track and latch comparator (quantizer) was
presented. Using the DTMOS technique allows us to implement a quan-
tizer with a rail-to-rail input voltage range. This is advantageous in
sub-1-V circuits. The simulation and measurement results of the pro-
posed quantizer were presented.
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Reduced Complexity Interpolation Architecture for
Soft-Decision Reed—Solomon Decoding

Xinmiao Zhang

Abstract—Reed-Solomon (RS) codes are one of the most widely utilized
block error-correcting codes in modern communication and computer sys-
tems. Compared to hard-decision decoding, soft-decision decoding offers
considerably higher error-correcting capability. The Koetter—Vardy (KV)
soft-decision decoding algorithm can achieve substantial coding gain, while
maintaining a complexity polynomial with respect to the code word length.
In the KV algorithm, the interpolation step dominates the decoding com-
plexity. A reduced complexity interpolation architecture is proposed in this
paper by eliminating the polynomial updating corresponding to zero dis-
crepancy coefficients in this step. Using this architecture, an area reduction
of 27 % can be achieved over prior efforts for the interpolation step of a typ-
ical (255, 239) RS code, while the interpolation latency remains the same.

Index Terms—Guruswami-Sudan (GS) algorithm, interpolation,
Koetter—Vardy (KV) algorithm, Reed—-Solomon (RS) code, soft-decision
decoding, VLSI architecture.

I. INTRODUCTION

REED-SOLOMON (RS) codes have very broad applications
in satellite and deep-space communications, frequency-hopping
spread-spectrum systems, and magnetic and optical recording. Nu-
merous research has been carried out on the decoding of RS codes
since they were introduced in the 1960s. RS codes are maximum
distance separable (MDS) codes, i.e., the minimum distance of an
(n, k) code is dwin = n — k+ 1. Traditional RS decoding algorithms,
such as the Berlekamp-Massey algorithm (BMA) [1], can correct
errors up to dmin/2. In contrast, list-decoding algorithms attempt to
find all the codewords within a distance that is longer than diin/2
from the received word. A breakthrough in list-decoding was achieved
by Sudan [2] and Guruswami—Sudan (GS) [3] based on an algebraic
interpolation technique.

Compared to hard-decision decoding, soft-decision decoding of RS
codes can achieve better performance by making use of the reliability
information available from the channel. Koetter and Vardy incorporated
the soft information received from the channel into the interpolation
process of the GS algorithm [4]. As a result, substantial coding gain
can be achieved while the complexity is polynomial with respect to the
codeword length. The two major steps of the Koetter—Vardy (KV) al-
gorithm are the interpolation and the factorization. Various algorithmic
and architectural modifications [5]-[8] have been proposed to facilitate
the hardware implementation of these two steps. After applying these
modifications, the complexity of the interpolation step dominates. The
interpolation step consists of discrepancy coefficient computation and
polynomial updating. In this paper, a novel scheme is proposed to re-
duce the complexity of polynomial updating by exploring the charac-
teristics of the discrepancy coefficients. For practical decoding with
frame error rate (FER) less than 102, the proposed interpolation ar-
chitecture can achieve an area reduction of 27% for a (255, 239) RS
code, while the latency remains the same.
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