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Abstract

Finite element analyses have been performed to simulate and verify the findings of the extensive experimental

programme aimed to characterise the mechanical parameters and the cleavage fracture response following warm pre-

stressing of two steels, BS1501 and A533B as detailed in part 1 [The Effects of Warm Pre-Stressing on Cleavage Frac-

ture. Part 1: Evaluation of Experiments, companion paper]. A stress matching approach to predicting the fracture

response of the as received, as well as the warm pre-stressed specimens is suggested. Using the stress distributions from

the finite element analyses prediction of fracture after WPS is examined and results are compared to the experimental

data and those obtained by combining the Chell [Int. J. Fract. 17 (1) (1981) 61; Proc. 4th Int. Conf. Pres. Ves. Technol.,

1980, p. 117; Int. J. Pres. Ves. Pip. 23 (1986) 121] WPS model with the Wallin [Defect Assessment in Components,

Fundamentals and Applications, ESIS/EGF 9, Mechanical Engineering Publications, London, 1991, p. 415] failure

probability model described in part 1 [The Effects of Warm Pre-Stressing on Cleavage Fracture. Part 1: Evaluation of

Experiments, companion paper]. The significance of residual stress field in enhancing of cleavage fracture toughness

following warm pre-stressing has been highlighted. Using the appropriate finite element models, the role of sub-critical

crack growth and crack tip blunting are also investigated.

� 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

Many engineering components are subjected to ‘‘proof’’ loading prior to service operation. This ‘‘proof’’

loading is often used to demonstrate the integrity of a finished product. One feature of proof loading that

has gained recognition is the benefit that may be obtained in improving in-service component reliability

particularly when the component is operated at a temperature lower than the proof load. This type of
‘‘proof’’ loading and subsequent low temperature operation is often called warm pre-stressing. This feature

is important when considering a component containing postulated defects.
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Nomenclature

E Young modulus, MPa

K, KI mode-I stress intensity factor, MPa
p
m

Kf toughness at fracture (experimental), MPa
p
m

KIc mode-I fracture toughness (theoretical), MPa
p
m

K1 pre-load stress intensity factor, MPa
p
m

Je the elastic J -integral, N/m
a crack length, mm

W specimen ligament, mm

B specimen thickness, mm

r distance from the crack tip, mm

rc characteristic distance ahead of the crack tip, mm

R extent of plastic zone, mm

R1, R2, R3 extent of plastic zones on pre-load, unload and reload respectively, mm

n power law hardening exponent
m, q functions of the hardening exponent n
uðaÞ displacement at tip, mm

uðxÞ displacement at distance x from tip, mm

rblunt normalised matching distance for blunted tip

rsharp normalised matching distance for sharp tip

rHRR normalised matching distance for HRR model

rY the material yield stress, MPa

ryy stress component normal to the crack plane, MPa
rc characteristic stress at distance rc, MPa

rR proof load reference stress, MPa

rRf reference stress at fracture, MPa

rRc reference critical stress, MPa

rY1 yield point at proof load temperature, MPa

rY2 yield point at fracture temperature, MPa

rYC yield point in compression, MPa

rmt pre-load maximum tensile stress, MPa
n non-dimensional parameter

r0, a, e0 material constants in Ramberg–Osgood power law relationship
~ryy non-dimensional constant, MPa

In a function of hardening exponent n
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There are many different temperature-loading paths to be considered for the component. In laboratory
based experimental work three main pre-stressing, cooling and unloading cycles have been studied named

as LCF, LCUF and LUCF, where L is pre-load, U is unload, C is cool and F is reload to fracture. Smith

and Garwood [6,7] summarised a wide range of experimental results from earlier studies for these different

cycles. The LCF cycle provides the largest improvement in toughness with the minimum benefit from warm

pre-stressing occurring for the LUCF cycle [8].

In companion paper [1] we examined more recent experimental evidence for the effects of warm pre-

stressing on low temperature cleavage fracture of two ferritic steels. The results were collated from labo-
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ratory based research using the LUCF cycle. It was demonstrated that warm pre-stressing at a temperature

on the upper shelf generally increased the low temperature fracture load compared to the fracture load

without warm pre-stressing. The results were compared with an analytical model developed by Chell and

co-workers [2–4]. Notably we introduced the Chell model into a simple probabilistic analysis [5] to dem-
onstrate how warm pre-stressing changed failure probability. Without recourse to a probabilistic analysis

there arises uncertainty in the interpretation of the results. For example, earlier studies show general

agreement with the predicted trends, but often there was considerable scatter in the results.

Surprisingly, while the basic analytical models were developed over twenty years ago there have been no

supporting numerical studies to verify or otherwise study these theories. Nonetheless finite element (FE)

work has been carried out to examine, for example, the application of the ’’local approach’’ to warm pre-

stressing [9]. Recent numerical studies considered scatter in fracture toughness using probabilistic models.

For example, St€ockl et al. [10] and Kordish et al. [11] incorporated modified probabilistic models developed
by the Beremin group [9] to predict cleavage fracture following WPS. St€ockl et al. [10] also compared

simulations with experimental results. Their results were used to suggest that crack tip blunting is the main

feature that provides the improved cleavage toughness following WPS. Valeta et al. [12] used results ob-

tained from a 2-D finite element analysis in conjunction with the Beremin model to demonstrate the WPS

effect on fracture toughness and compared the predictions with the Chell model. To validate their approach

they used the experimental fracture test results of two independent test programmes carried out to study the

load history effects on cleavage toughness of the same reactor pressure vessel steel. Using probabilistic

fracture mechanics computer codes Yagawa et al. [13] performed sensitivity analyses to evaluate the
influence of a range of parameters including WPS on failure probability. Their study suggested that WPS

significantly affected the failure probability of the nuclear reactor pressure vessels subjected to pressurised

thermal shock. According to Lidbury et al. [14] results of NESC-1 PTS benchmark experiments indicate

that scatter in material toughness, the most significant uncertainty factor influencing the integrity assess-

ment, arises from a range of structural features including residual stresses, constraint and WPS effect. They

suggest that 3-D FE simulations can be used to estimate the local constraint parameters for specific

specimen geometries related to the fracture test data.

Recently Chen et al. [15] argued that a primary parameter in enhancement of apparent toughness fol-
lowing WPS is reduction in normal tensile stress due to decrease of the stress triaxiality and strain

developing in front of the blunted tip. It was also argued that residual compressive stresses play a secondary

role. Their study of the mechanism of WPS effects on toughness includes FE analyses of various WPS cycles

to determine the normal stress, triaxiality and plastic strain distributions around the crack tip modelled

with slight blunting.

In this paper we focus on results obtained from elastic–plastic finite element studies to assess the validity

of the analytical models developed for LUCF warm pre-stressing. In Section 2 we summarise the relevant

analytical models. Essential ingredients for the FE studies are the tensile elastic–plastic properties of the
steel. Experiments were carried out to determine these properties and results are described in Section 3. The

FE studies are described in Section 4, where predictions of near crack tip residual stresses are provided first.

This is followed by the description of a method for determining the effects of warm pre-stressing from the

FE analyses. The method is applied to a stationary crack and then to an extended crack. Finally in Section

5 our results are assessed in light of the experimental results reported in the companion paper.
2. Analytical models

Two models developed by Chell [2] and Curry [16] remain the main methods for predicting the effects of

warm pre-stressing. A detailed review of the models is given by Smith and Garwood [6]. In each model it is
essential to determine the relative sizes of the crack tip plastic zones following each loading step. For
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example, if the plastic zone at the low temperature fracture load is larger than the plastic zones created by

pre-loading and unloading the models predict that there is no benefit obtained from warm pre-stressing.

Conversely if the fracture plastic zone is within the former plastic zones the near crack tip stresses, strains

and displacements are a function of the prior load history. The two models use different underlying
assumptions. Curry�s model, extended by Smith and Garwood [7,17,18], uses stress superposition. Chell

used discrete yielding and displacement superposition to determine the effects of load and temperature

history. Here we will summarise only the essential features of these models to provide a foundation for the

subsequent FE analyses.

2.1. Displacement superposition model

To predict the effect of warm pre-stressing on lower shelf cleavage fracture Chell and co-workers [2–4]
proposed a failure criterion that describes fracture when plastic and residual stress zones occur. The cri-

terion uses the J -integral (Je) that contains only elastic components. This criterion is used, together with a

model for strip yielding [19], to determine the conditions for onset of failure for different loading paths. For

example, for a contour shrunk on to the yielded region the integral Je is given by:
Je ¼ K2
Ic=E ¼ rY2fuðaÞ � uðxÞg ð1Þ
where uðaÞ and uðxÞ are displacements at the crack tip and at a point x across the yielded region, E is

Young�s modulus and KIc is the fracture toughness for small scale yielding conditions.

In the model for strip yielding the displacements u for small scale yielding are given by:
uðxÞ ¼ K2
1

rYE
f ðx=RÞ ð2Þ
where rY is the yield stress and the function f ðx=RÞ is:
f ðx=RÞ ¼ n

�
� x
2R

ln
1þ n
1� n

� ��
ð3Þ
and
n ¼ 1
�

� x
R

�1=2

ð4Þ
where R is the extent of the plastic zone, given by:
R ¼ p
8

K2
1

r2
Y

ð5Þ
Using Eqs. (1)–(5), Chell demonstrated that for LUCF conditions the failure stress intensity factor Kf is

obtained from:
K2
Ic

rY2

¼ K2
Ic

rY1

1

�
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where rY1 and rY2 are the yield stresses at the proof load and fracture load temperatures respectively. The

ratios R3=R1 and R3=R2 are given by:
R3

R
¼ Kf

K

� �2
2rY1
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� �2

ð7Þ
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and
R3

R1

¼ Kf

K1

� �2 rY1

rY2 þ rY1

� �2

ð8Þ
Eq. (6) is relevant only to the ‘‘LUCF’’ case in which the final fracture plastic zone is smaller than the prior
load and unloaded plastic zones. The solution to Eq. (6) requires a numerical method. An approximate

analytical method is provided by Chell [4]. Since the focus of this paper is the LUCF warm pre-stressing the

analytical solutions for other temperature-load paths are not discussed here.

2.2. Stress superposition models

Curry [16] proposed an alternative method for predicting the effect of warm pre-stressing on lower shelf
cleavage fracture. Curry�s model is based on plastic superposition of stresses and uses the Ritchie, Knott

and Rice (RKR) fracture criterion [20]. The critical stress intensity factor, KIc, is proportional to the

product rc

p
rc, where rc is a characteristic stress and rc is a characteristic distance ahead of the crack tip.

Solutions for different temperature-load paths can be determined. For the LUCF case with a final fracture

plastic zone smaller than prior load and unload plastic zones, the stress distribution at fracture is given by

the superposition of the pre-load–unload–reload stages as follows:
ryy ½Kf � ¼ ryy ½K1; rY1� � ryy ½K1; 2rY1� þ ryy ½K1; ðrY1 þ rY2Þ� ð9Þ
where ryy is the stress component normal to the crack plane. For each loading condition this stress is a

function of the current stress intensity factor and the yield stress. Curry [16] suggested using finite element
stress distributions from one load case to infer the stress ryy for the other load cases. Smith and Garwood

[7,17] sought an analytical solution using the Hutchinson, Rice and Rosengren (HRR) stress field [21,22]

for a power law hardening material. Using Eq. (9) as a starting point the ratio of the fracture toughness

after WPS, Kf , to the as-received toughness is given by:
Kf

KIc

¼ rY1

rY2

� �m=q

1

�
� rY1

rY2

� �m K1

KIc

� �q

ð1� 2mÞ
�1=q

ð10Þ
where m ¼ ðn� 1Þ=ðnþ 1Þ and q ¼ 2ðnþ 1Þ with n the power law hardening exponent.
Unlike the Chell and Curry�s models, that are based on the local crack tip stress/strain distributions,

Smith and Garwood [7] also proposed using a ‘‘reference stress’’ in the net section (or un-cracked ligament)

of the component. This provides an approximate description of the global behaviour that leads to differ-

ences between pre-stressed and non-pre-stressed components. The reference stress approach simply mod-

ifies the analytical solution (Eq. (10)) obtained by Smith and Garwood [7] for the model proposed by Curry

[16], by replacing the toughness ratio by the reference stress ratio as:
rRf

rRc

¼ rY1

rY2

� �m=q

1

�
� rY1

rY2

� �m rR

rRc

� �q

ð1� 2mÞ
�1=q

ð11Þ
Here the proof load reference stress, rR, and the reference stress at fracture, rRf , are by definition limited to

the yield stresses at the pre-load and the fracture temperatures respectively.

Since the Chell, Curry and Smith and Garwood models can be expressed in terms of the ratios of stress

intensity factors, Kf=KIc and K1=KIc predictions are shown in Fig. 1. To determine the curves shown in Fig.

1 it was assumed that rY1 is 530 MPa and rY2 is 818 MPa for A533B steel at 20 and )170 �C respectively.

Also shown are the experimental results from two earlier studies by Reed and Knott [23–25] and Loss et al.
[26]. Note that in each of these experimental studies the average KIc at the fracture temperature quoted by

each researcher is used to determine the ratios Kf=KIc and K1=KIc.
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Overall at low pre-load levels the agreement between the experiments and mode I predictions is good.

However at high pre-load levels the models tend to underestimate the WPS effect from the LUCF loading

cycle. Later in the paper we will focus on comparing the Chell model with FE simulations.
3. Tensile stress–strain behaviour

Prior to the FE simulations it was essential to explore the material�s stress–strain behaviour. The tensile

stress–strain response will be affected if the component is subjected to significant levels of the prior loading

history resulting in ‘‘localised’’ plastic deformation. This effect is related to the hardening behaviour of the
material. Interpretation of results using finite element analysis will therefore require taking account of

the material deformation plasticity on overloading and unloading throughout the loading history. The

experiments carried out to determine these properties for both candidate steels and the interpretation for

isotropic and kinematic hardening responses are explained in this section.

Previous experimental investigations [18,26–28], performed to characterise the mechanical and fracture

response of BS1501 and A533B steels, included uni-axial studies to obtain material data for finite element

modelling. For BS1501 steel the upper and lower yield point were a distinct feature observed in its response.

The yield stress of this steel increased as the temperature was reduced. The steel exhibited an almost
perfectly plastic stress–strain response after yielding at different test temperatures. Following unloading to

zero strain and then reloading under strain control the strong upper and lower yielding behaviour exhibited

earlier was not repeated. The perfectly plastic material response was retained at low temperature although

at room temperature some hardening was observed following loading and unloading cycles.

Under cyclic loading the yielding response in tension and compression was observed to vary. Following

the initial tensile load, the sharp upper and lower yield points were not reproduced when loaded in com-

pression. These observations are summarised in Fig. 2 where curves for various loading conditions applied

to BS1501 steel at 20 and )120 �C. Similar results are obtained if the material is pre-stressed at 20 �C and
fractured at )70 �C.
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It is evident from the results in Fig. 2 that the steel does not exhibit simple isotropic or kinematic
hardening behaviour when subjected to pre-loading. For example, Fig. 3 shows the experimental results for

the yield stress in compression (rYc), following pre-stressing at rmt in tension for tests at 20 and )70 �C.
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Tests at )120 �C show similar results. Also shown are the predicted changes in compressive yield stress

assuming isotropic and kinematic hardening. It is apparent that after moderate levels of pre-stressing, the

material response is bounded by the isotropic and kinematic hardening models.

The response of A533B Class 1 steel has been characterised also in previous studies [6,17,18,28]. This
steel tested at two temperatures (20 and )170 �C) exhibits broadly similar yielding behaviour to that of

BS1501 steel, with sharp upper and lower yielding behaviour observed at both temperatures. But, it was

noticeable that at both temperatures the material hardens following yielding. Garwood and Smith [18] and

Fowler [28] also investigated the influence of prior plastic deformation on subsequent yielding in com-

pression for this steel. The influence of prior tensile loading was very similar to that shown in Fig. 3 for

BS1501 steel.

Rather than attempting to model the complex material behaviour shown in Figs. 2 and 3 it was decided

to use both isotropic and kinematic hardening laws in the FE simulations. Furthermore the upper and
lower yielding response was ignored and the true stress–true strain data at each appropriate temperature

were used directly in the FE analysis.
4. Finite element studies

The results of numerical simulations of the effects of warm pre-stress load histories on the candidate

steels are presented in this section. The ABAQUS-CAE (version 6.2) [29] finite element code was used
throughout the study. Elastic–plastic finite element studies were performed to provide an insight into the

crack tip stress fields during the warm pre-stress cycle and at fracture. The FE models analysed include two-

dimensional models of SEN(B) and C(T) with appropriate mesh refinement at the crack tip area to obtain

consistent results. Experimental results for these specimen configurations are explained in part 1 [1]. Plane

strain analyses were carried out using both isotropic and kinematic hardening laws with the ratio of crack

length to the crack width, a=W , equal to 0.5. The results from the FE simulations are first presented in

terms of the residual stresses generated after unloading following pre-loading. A method of predicting

fracture following warm pre-stress in the FE simulations is then presented for both sharp and blunted
cracks. This is followed by results of simulations for crack extension after pre-loading.

4.1. Residual stresses

The first step in the FE analysis was to examine the residual stresses developed after pre-loading and

unloading. This loading cycle was applied to the SEN(B) specimen using a sharp-tip crack with a=W ¼ 0:5
and W ¼ 25 mm and assuming small deformation behaviour. A series of analyses were carried out with the

pre-load corresponding to the a stress intensity factor of K ¼ 97 MPa
p
m, and assuming plane stress, plane

strain, isotropic and kinematic hardening conditions.

The results from various analyses are shown in Fig. 4. The residual stress generated after unloading is

strongly dependent on the material model and stress state. For a given stress state (e.g. plane stress) the
peak near tip residual stress for kinematic hardening was approximately one half that for isotropic hard-

ening. Further away from the crack tip (at distances greater than about 2 mm) the residual stresses were

similar irrespective of the hardening model. Although not shown in Fig. 4, when residual stress fields from

different pre-loads are compared, the peak residual stress is the same and the region of compressive residual

stress increases with increasing pre-load. Finite element results for pre-load and unload simulations for the

C(T) specimen yielded very similar results for the residual stress distributions near to the crack tip.

Earlier results from experimental measurements [6,7], using neutron diffraction method on a 25 mm

thick SEN(B) specimen with ðW � aÞ ¼ 25 mm are also shown in Fig. 4. For distances r=ðW � aÞ greater
than 0.12 from the crack tip there is good agreement between measurements and predictions. However
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close to the crack tip it is evident that the magnitude of the measured residual stresses are substantially

smaller than predicted from the FE analyses.
4.2. Prediction of fracture after WPS

The load cases used to provide input to the FE analyses following unloading were developed from the

experimental studies of Smith and Garwood [18] and Fowler [28]. Finite element simulations for these

experiments were carried out for both BS1501 and A533B steels. For BS1501 steel the fracture temperatures

were )120 and )70 �C and for A533B steel the fracture temperatures were )170 and )100 �C. The results
for both steels were broadly similar for a variety of loading conditions. As with the residual stress pre-

dictions, simulations were carried out for both the SEN(B) and C(T) geometry. Here attention is confined

to the SEN(B) specimen with a=W ¼ 0:5 and ðW � aÞ ¼ 50 mm using A533B material properties. Finite
element simulations of fracture were performed for two experimental load histories called the as-received

(AR) and LUCF conditions. The as-received condition is when there is no pre-loading (or warm pre-

stressing) prior to loading to brittle fracture. The fracture temperature used in the simulations was )170 �C,
with the corresponding tensile stress–strain behaviour at this temperature obtained from the experiments

described earlier. The LUCF load history corresponds to pre-loading and unloading at room temperature

followed by cooling and reloading to fracture at )170 �C. The analyses simulating the LUCF cycle were

performed in three discrete steps. Initially the specimen was loaded to the maximum experimental applied

load at room temperature. It was then incrementally unloaded to zero load at the same temperature. Finally
the specimen was cooled down to the fracture temperature and reloaded to fracture. The analyses were

performed using both the isotropic and kinematic hardening laws.
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Finite element analyses were carried out first for sharp-tipped cracks and small displacements. Later

simulations were conducted for a blunt crack and assuming large displacements. As with the analyses for

the residual stresses these subsequent loading analyses were carried out for isotropic and kinematic

hardening conditions.
4.2.1. Sharp cracks

Initially in the FE simulations fracture after WPS was predicted using the RKR [20] model and linking
the model to the HRR field as suggested by the Curry [16] and Smith and Garwood [7] models described

earlier. The maximum principal stress near to the crack tip for a non-linear elastic material, based on the

Ramberg–Osgood power law relationship, is given by:
ryy ¼ r0

J
ae0Inr0r

� �1=nþ1

~ryy ½h; n� ð12Þ
where r0, a and e0 are material constants and ~ryy is a non-dimensional constant. In was determined for plane

strain conditions from:
In ¼ 10:3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:13þ 1

n

r
� 4:6

n
ð13Þ
A typical HRR maximum principal stress distribution corresponding to a fracture load in the as-received

state and determined from Eq. (12) is shown in Fig. 5. The J -integral in Eq. (12) was determined directly

from the ABAQUS FE analysis. Also shown is the stress distribution corresponding to the as-received

fracture condition obtained from the FE analysis. Both the HRR and FE stress distributions correspond to
a sharp tip crack and small displacements. For r=ðW � aÞ < 0:002 there is excellent agreement between the

HRR and FE stress distributions.

Also shown in Fig. 5 are stress distributions for the LUCF simulations. The residual stress distribution

generated by proof loading to K ¼ 63:2 MPa
p
m and unloading is shown in Fig. 5 for isotropic and

kinematic hardening. Tensile and compressive residual stresses were confined to distances less than

r=ðW � aÞ ¼ 0:4, unlike the case for SEN(B) geometry with a pre-load K ¼ 97 MPa
p
m shown in Fig. 4. As

with the residual stress distributions shown in Fig. 4, results in Fig. 5 illustrate similar differences between

isotropic and kinematic hardening near to the crack tip with the isotropic hardening model generating very
high compressive residual stresses close to the crack tip.

In the LUCF cycle, on reloading at the lower temperature after unloading, it was found that the dif-

ferences in the maximum principal stress distribution for kinematic and isotropic hardening became small

and the stress distributions essentially the same at sufficiently higher loads. The stress distributions for the

two hardening models for an intermediate loading at K ¼ 40:6 MPa
p
m, and at the fracture load with

Kf ¼ 66 MPa
p
m are shown in Fig. 5. In each load case the differences between the hardening models are

small.

At different levels of reloading between K ¼ 40:6 MPa
p
m and Kf ¼ 66 MPa

p
m the FE results were

assessed to determine the applicability of the RKR model to the LUCF cycle. It was found that the

reloading and as-received stress distributions could be matched for distances r=ðW � aÞ < 0:002 for a range

of stress intensity factors between 50 and 66 MPa
p
m. In contrast, the stress distribution after WPS, that

matched the as-received case, for distances as far as possible ahead of the crack tip, corresponded to a

fracture load that was close to the experimental conditions. The matched stress distributions for kinematic

and an isotropic hardening conditions are shown in Fig. 5. These results suggest that predictions of the

WPS effects can be made using the stress superposition models at a limited distance ahead of the crack tip.

However the results are ambiguous since there are many solutions between K ¼ 50 and 60 MPa
p
m.

Alternatively, when complete stress matching is made between the as-received and WPS maximum prin-
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cipal stresses, the resulting fracture load following WPS is well defined. Based on the simulated stress fields

for the as-received and warm pre-stressed conditions it was possible for the cleavage fracture toughness of a
component to be predicted by matching the stress field formed on reloading to the stress field corresponding

to the material�s critical stress intensity factor. Many finite element analyses were then performed to

examine this further by first simulating pre-loading events of different magnitudes at room temperature,

unloading to zero load and reloading incrementally at low temperature. At each reload increment, the crack

tip stress field was compared to the stress field corresponding to the as-received cleavage fracture toughness.

Predictions of the critical stress intensity factor at maximum load were made using the load achieved at the

increment where the stress distributions were in best agreement with the stress field for the as-received

toughness.
The results of these FE predictions are summarised in Fig. 6, where the reloading maximum load

fracture toughness determined by stress matching with as-received stress fields is shown as a function of the

proof load K1. The results correspond to the fracture behaviour of A533B steel at )170 �C. Results are

shown for four levels of fracture toughness that encompass the scatter in fracture toughness described in

part 1 [1] for A533B at )170 �C. Also shown are predictions using the Curry [16] and Chell [2–4] models

described earlier. For clarity the results of the Curry model are shown only for an as-received toughness of

47.4 MPa
p
m and similar trends occur between the Chell and Curry models for higher levels of as-received

toughness. Overall the FE analysis and the Chell model predict a larger increase in toughness than the
Curry model for all levels of pre-load. This is similar to the results shown in Fig. 1. The FE predictions

based on stress matching generally agree with the Chell model predictions at low levels of pre-load. At
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higher pre-loads in the LUCF cycle the FE analysis provides a larger increase in maximum load toughness

compared with the analytical models. The pre-load K1 was determined from maximum load. An alternative

approach is to estimate the pre-load J -integral and convert this to K1. This may result in better agreement

with the Chell model at higher pre-loads.
4.2.2. Blunt cracks

The previous analyses for sharp cracks were repeated for an SEN(B) specimen containing an initially

blunt crack with a root radius of 0.1 mm. The FE analysis was conducted assuming large displacements.

The residual stress field distributions for the blunted and sharp crack configurations following unloading

from the pre-load at room temperature are compared in Fig. 7. The residual stress distributions differ only

between the sharp and blunt cracks close to the crack tip. The extent of the compressive region from the

crack tip was essentially identical to the sharp crack. Therefore, crack tip blunting and large deformation
theory only have an influence on the very near crack tip stress distribution during and following a pre-load

event.

Predictions for the stress field at fracture for a blunt notched SEN(B) specimen in the as-received

condition are shown in Fig. 7. The influence of warm pre-stress on the cleavage toughness of blunt notched

specimen was then investigated. The specimen was pre-loaded at room temperature to 63.2 MPa
p
m and

unloaded to zero load. The specimen was then cooled down to )170 �C and reloaded at this temperature

until the stress field was matched, using the incremental loading technique described earlier. It was found

that the blunt notch as-received and warm pre-stressed fracture stress fields matched for distances
rblunt ¼ r=ðW � aÞ up to 0.006 from the crack tip. The matching distance, rblunt, for the blunted case was
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observed to be greater than the case of sharp notch (rsharp). Once again the distance over which stresses were

matched exceeds the distance over which the HRR field matches the stress distribution (rHRR) as shown in

Fig. 7. Consequently for both sharp and blunt cracked specimens, the stress field would need to be matched

beyond the region of applicability of the HRR expression, Eq. (13).

Finally the stress matching method for the blunt cracks provided predictions following the LUCF cycle
of the maximum load fracture toughness, Kf , very similar to the results shown in Fig. 6 for the sharp crack

analyses.
4.3. Effects of crack growth after WPS

The companion experimental work described in part 1 [1] examined the effects of subsequent crack

extension following the pre-load cycle. Similar to the earlier analyses finite element simulations investigated

using the stress-matching method to predict fracture following a warm pre-stress event and crack extension

in C(T) specimens with B ¼ 25 mm and W ¼ 50 mm with an initial a=W ¼ 0:5. The simulations were

performed assuming kinematic hardening and in three discrete steps as before. However, the boundary

conditions of the model were varied throughout the analysis. The simulation of crack extension was

achieved by releasing nodal constraint in the plane ahead of the crack tip, up to the required distance in
front of the crack. The crack extension was performed at zero load and therefore in the presence of

compressive residual stresses. It was necessary to constrain the new free surfaces from crossing the plane of

symmetry, while still being free to displace away from the symmetry plane. This was achieved by the

introduction of contact surfaces on the crack plane. It was assumed that the contact elements on the crack



2046 D.J. Smith et al. / Engineering Fracture Mechanics 71 (2004) 2033–2051
plane simulated a rigid surface. This surface was termed the master surface. The nodes of the elements in

the crack plane of the original mesh were used to define the slave surface, which was considered as

deformable. The master–slave surface contact formulation implemented within ABAQUS does not allow

penetration of the master surface by the slave surface.
As additional non-linearity was introduced to the problem, severe discontinuity iterations were per-

formed within the finite element code to calculate the distance between the integration points of the

deformable and rigid surface elements. If this distance was positive, then there was no contact. If the

distance was zero, then contact occurred and the normal pressure between the deformable and rigid surface

was transmitted. Frictional effects between the contact surfaces were neglected in these analyses. Small

strain theory was implemented throughout the analyses although the original crack tip was modelled using

a finite radius of 0.05 mm.

A matrix of different toughness and crack extension combinations were examined. The as-received
toughness levels of 40, 60 and 85 MPa

p
m were representative of the range of experimental toughness. A

proof load of 120 MPa
p
m at room temperature and crack extensions of up to 4 mm from the crack tip

prior to reloading at )170 �C were used. The stress distributions at fracture and at )170 �C were matched to

fracture stress distributions for specimens in the as-received condition and for a notch tip radius of 0.05

mm. This was done for different amounts of crack extension. Typical results using the stress matching

method are shown in Fig. 8. The maximum principal stress distribution corresponding to the as-received

toughness is shown. This is the toughness for an extended crack of 1 mm (or when r=ðW � aÞ ¼ 0:04). Proof
loading to K ¼ 120 MPa

p
m and unloading introduced a residual stress field similar to that shown in Fig.

5. Nodal release to simulate 1 mm crack growth (i.e. r=ðW � aÞ ¼ 0:04) was then carried out. Since this
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crack extension was within the compressive residual stress field the crack faces transmitted these stresses
and did not perturb the residual stress distribution generated from warm pre-stressing. After cooling and

then unloading the stress distribution directly ahead of the original crack tip changed as shown in Fig. 8.

Unlike the earlier FE analyses, here the extent of stress matching was very limited. For example at Kf ¼ 120

MPa
p
m after WPS stress matching occurred only near to the maximum of the as-received stress distri-

bution.

Crack extension of 2.57 mm extended the crack into a region of tensile residual stress. It was observed

that the stress distributions matched very close to the peak stress. The peak stress was found to reduce with

increasing crack extension.
Fig. 9 illustrates the predictions for maximum load toughness, Kf as a function of crack growth incre-

ment and as-received cleavage toughness. The FE results compare extremely well with a model provided by

Chell [2–4] that is an extension of the earlier model so that crack extension is introduced.
5. Discussion

The results of the finite element analyses have revealed a number of important features about the effects

of warm pre-stressing on cleavage fracture. The predicted increase in toughness after WPS are not star-

tlingly different from those developed by a number of theoretical models. However, the FE results have

allowed us to examine a number of the underlying assumptions used in the analytical models. These

assumptions are examined in more detail in the first part of the discussion. Later in the discussion the

experimental data presented in part 1 [1] is re-examined in the light of the findings from the finite element
studies.
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5.1. Comparison of FE analysis with analytical models

Throughout the FE analysis it was assumed that fracture of the as-received material was associated with

the maximum principal stress distribution in the plane normal to the crack and directly ahead of the crack.
In the RKR fracture model [20], fracture takes place when a critical stress, rc is achieved at a characteristic

(or critical) distance, rc, ahead of the crack tip. In other words a single point on the maximum principal

stress distribution is chosen. For the two steels studied here typical distances for rc are about 150 lm [28]. In

Figs. 5 and 6 this corresponds to a normalised distance of 0.003. The essential feature of our FE studies is

that at this distance an unambiguous matching of the principal stress after WPS could not be obtained by

matching to the critical stress for onset of fracture in as-received condition. This was irrespective of the

material hardening model used in the FE analysis. These findings suggest that the stress superposition

approach developed by Curry [16] and extended by Smith and Garwood [17] is not an appropriate model.
In contrast, when matching of the maximum principal stresses for the as-received and WPS cases is

extended for larger distances ahead of the crack tip (and outside of the plastic zone developed in each case)

FE predictions of the WPS fracture load (and stress intensity factor) are very similar to the displacement

superposition model developed by Chell [2] at low pre-load levels. In Chell�s model the J -integral is shrunk
onto the yielded region and contains only the elastic displacements when the reloading plastic zone is within

the overload plastic zone. The elastic displacements in this region arise from stress field developed outside

of the plastic zones.

The stress matching method developed here also suggests that if an analytical method is to be developed,
other than the displacement superposition method developed by Chell, then terms other than the singular

HRR field are required. For example, it is evident that the pre-loading and unloading introduces a com-

pressive residual stress field ahead of the crack tip that extends ahead of the crack tip to about 2% of the un-

cracked ligament (as shown in Fig. 5). On reloading at the lower temperature the stress field interacts with

these residual stresses. Close to the crack tip the onset of plasticity during re-loading effectively diminishes

the presence of the residual stresses. However, further away there is only elastic superposition of the

compressive residual and the tensile applied stress. This in turn provides an enhancement and increases the

load at fracture after WPS that is greater than the as-received fracture load.
When reloading after WPS the near crack tip residual stresses are redistributed due to plasticity created

during reloading. Consequently, the details of the material hardening model close to the crack tip appear to

be unimportant even though very different residual stress fields are developed near to the crack tip for each

hardening model as shown in Figs. 4 and 5. Furthermore, at larger distances from the crack tip the residual

stress following WPS arises from elastic recovery alone and is not influenced by the hardening model. For

example this can be seen in Fig. 5 for normalised distances greater than 0.006.

The results of the FE analysis presented here indicate that the presence of the residual stresses generated

by proof loading is the main reason for the enhancement in the toughness compared with the as-received
toughness. The excellent agreement between the FE results and the Chell model at low levels of proof

loading for sharp, blunted and extended cracks after proof loading also reinforces the argument that the

residual stresses are the main underlying feature of the WPS effect. This is examined further in the next part

of the discussion.

5.2. Application of FE results to experimental results

In paper 1 the displacement superposition model (by Chell) was combined with a failure probability

model [5] to predict the influence of WPS on the fracture failure probability. In general the predicted failure

probabilities were greater (more conservative) than the experimental results. This is illustrated in Fig. 10

where experimental results for tests using A533B steel at )170 and )100 �C. At )170 �C there was a
predicted improvement in toughness similar to the experiments, while at )100 �C, the model predicted no
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improvement in toughness. This was contrary to the experimental evidence shown in Fig. 10. Similar

findings were obtained for BS1501, where in general the predicted failure probability after WPS was higher

than observed in the experiments.

The results of the FE analysis revealed that the predicted toughness after WPS (and noting that the

predictions were made assuming stress matching) was greater than predicted by Chell�s [2–4] displacement
superposition model. The predicted increase in toughness following proof loading using the FE analysis,

shown in Fig. 6, was used in the combined probability of failure and WPS model developed in paper 1. The

results of the predictions of this model are shown in Fig. 10. There is a small change in the prediction

compared with the Chell model at the lower temperature ()170 �C), but notably at the high fracture

temperature ()100 �C) an improvement in toughness is predicted whereas the Chell model predicts no

change in toughness. The increased improvement in toughness predicted from the FE is also consistent with

the results from earlier studies summarised in Fig. 1, where the experiments at high pre-loads lie above the

predictions from Chell�s model.
Assuming that cleavage fracture is characterised by the distribution of the maximum principal stress

directly ahead of the crack tip, the results from the FE analysis have shown that the contributing factor to

the benefit provided by WPS is the residual stress. Furthermore, the residual stresses that contribute to the

improvement are not those directly at the crack tip, but those at some distance outside of the dominant

HRR field. These results together with the comprehensive results presented in paper 1 suggest that neither

crack tip blunting nor strain hardening plays an important role in the improvement in toughness following

warm pre-stress.
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6. Conclusions

Finite element analysis, combined with matching of the characteristic maximum principal stress distri-

bution at fracture in the as-received state, has predicted the fracture load after warm pre-stressing. Fracture
after WPS was predicted for sharp, blunt and extended cracks.

There is good agreement between the finite element results and the displacement superposition model

developed by Chell. It is also demonstrated that using a simple model with a critical stress located at a

characteristic distance for predicting the influence of WPS is not sufficient.

The sole contributing factor that provides the improvement in toughness after WPS is shown to be the

residual stresses generated after proof loading. This is confirmed by comparing the results from the FE

analysis with the experimental results presented in paper 1.
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