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Impact of Audio on Subjective Assessment of Video Quality
in Videoconferencing Applications

Michael R. Frater, John F. Arnold, and Abedin Vahedian

Abstract—In the real world, we commonly receive information
simultaneously lhmugh two or more senses, with the brain fusing
duce u single

this data to p Lip-reading is one
le-of - this ph Lab v studies, on the other
hand, often the resp toa lus by a single sense

and extrapolate these results to predict real-world behavior, In
this paper, we show that semantics have a significant impact on
viewers' sensitivity to the quality of a video sequence for spatially
separated parts of the sequence and, more importantly, that this
difference in sensitivity can be changed by the presence of an
audio signal. This result is important for any testing of

a video cnnfmnce for example, the head and shoulders of a
ker are more imp than the background behind the
spcskcr This paper reports the results of experiments that show

that:
1) picture degrad: in the foreground has a greater im-
pact on subjective picture quality than degradation in the

responses to visunl materinl. One example is the subjective assess-
ment of the quality of video in an audin—visual communications

system (such as television or vid

Index Terms—Joint audio-visual coding, joint audio-visual sub-
jective testing, video coding, video subjective quality, video subjec-
tive testing, videoconferencing.

ing).

L INTRODUCTION

I N the real world, we ¢ ly receive infi simul-
taneously through two or more senses, with the brain fusing
this data to produce a single col ge. Lip ling is
one example of this phenomenon [1]-[4]. Subjective assess-
ment of visual test material by human viewers is commonly
used in fields where no saliﬁmmory means of ohjective assess-
ment is available, Applications i d rh surveys and
the assessment of micu quality for television, where results ob-
tained strongly influence the design of equipment. Much work
has been carried out to define test conditions under which reli-
able assessments can be performed, e.g.. methods for subjective
assessment of television picture quality are defined in [3], [6].

background:
2) the difference bclwoen sensitivity to foreground and
bjects' backg d degrad is i | by the presence of

audlo corresponding to speech of the foreground person;

3) where both foreground and background are degraded
equally, there is no significant difference between the
perceived degradation with and without audio,

11, EXPERIMENTAL METHOD

The test was performed using the double-stimulus continuous
quality scale (DSCQS) assessment [4] using the test conditions
of [6]. In this method, @ number of tests are performed seri-
ally. In each test, the viewer is asked to rate the quality of two
video sequences known as “A” and “B" on a continuous scale
ranging between “Excellent” and “Bad.” Either A or B (chosen
at random) was an original e with no degradation. The
other sequence was degraded by the addition of white Gaussian
noise, The difference between the scores for A and B is, there-
fore, a measure of the degradation due to the noise. All analysis
is based on this difference and not on viewers' absolute quality
ratings,

Testing was carried out using 49 nonexpert subjects. The

lete test was viewed twice by each person. One viewing

These definitions, however, are based on the ption that
valid results can be obtained by evaluating video without ac-
companying audio,

Much material used for subjective evaluation contains some
parts that are semantically more important than others. These
important regions are often referred to as the “foreground”. In
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was with audio present, the other without. Participants were
instructed to rate the global visual quality. They were given
no instructions that one part of the image was more important
than another. They were not told that one of A and B was an
original sequence, nor about the nature of any degradation they
might expect to observe. They were not asked to evaluate the
audio guality.

In most applications for subjective assessment of video
quality, sequences A and B are identical except for some form
of processing. In our experiments, the background is identical.
The foreground audio and video is different for each sequence
s0 that there is no training effect due to the audio being known
when sequence B is viewed. In each case, however, the same
speuker is used, the location of the head and shoulders in the
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(a)

Fig. |

video frame is essentially the same and there is little movement
apart from the lips of the speaker. As a result, when viewed
without audio, it is difficult 1o detect that sequences A and B
are not identical, even knowing that this is the case.

Each video sequence was 5-s long and composited from two
independent sequences, The foreground consists of a head and
shoulders image of a person speaking. The background was the
first 5 s of the video test sequence known as “Mobile and Cal-
endar.” The first frame of the foreground, background, and com-
bined sequence is shown in Fig. 1.

Three types of degraded sequences were used. In the first,
only the foreground was degraded. In the second, only the back-
ground was degraded. In the third. the whole sequence was de-
graded. Three levels of degradation were used, with noise vari-
ances of 16, 40, and 100 corresponding to peak signal-to-noise
ratios (PSNR) of 36, 32 and 28 dB. respectively, The lowest
noise level was chosen so that the degradation was just visible o
an observer, Fig. 2 shows examples of the three types of degra-
dation with PSNR equal to 28 dB.

ITl. RESULTS

Fig. 3 shows the results, Results are shown for each of the
three different levels of picture quality (36-, 32-, and 28-dB
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First frames of; (a) foreground: (b) background; and (¢) composited sequence.

PSNR) and for noise added to the whole picture (“ALL"™), the
background only and to the foreground object. These results
show that:

1) viewers are more sensitive to picture degradation in the
foreground than the background (with p < (.005 using
the Student-¢ test):
the difference between sensitivity to foreground and
background degradation is increased by the presence of
audio corresponding to speech of the foreground person
(with p < 0,005 using the Student-f test);
where both foreground and background are degraded
equally, there is no significant difference (with p > 0.3
using the Student-r test) between the perceived degrada-
tion with and without audio,

The difference in subjective degradation between foreground
and background for sequences with the same noise power
added could simply reflect properties of the human visual
system (HVS). The fact that the sensitivity to degradation in
the foreground is increased by the presence of audio suggests,
however, that this difference is at least partly due to the different
meaning associated with foreground and background. This
claim is strengthened by the very small difference between the
audio/no-audio cases in subjective assessments where noise
was added to both foreground and background.

b
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(c)

Fig. 2

]

First frames of sequences with degradation applied o the: (a) whole sequence; (b) foreground only: and (c) hackground only.
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Fig. 3

The change in sensitivity to degradation in the foreground and
background when audio is introduced is illustrated in Fig. 4. The
inner two curves are the cases without audio; the outer two are
with audio. For a given subjective level of degradation, the pres-
ence of audio more than doubles the difference in RMS error be-
tween foreground and background. For a given subjective level
of degradation, the presence of audio more than doubles the dif-

Results from comparison of subjective quality with and without accompanying audio

ference in RMS error between foreground and background. This
change in perceived quality caused by the presence of audio is
not directly due to properties of the HVS but to the semantics of
the audio—visual scene.

The main implication of these results is that, at least in some
circumstances, video subjective testing carried out with audio
removed gives rise 1o misleading results.



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDED TECHNOLOGY, VOL. 11. NO. 9. SEFTEMBER 2001

B00 .00

Fig. 4. Subjective degradation versus PSNR.

IV. EXPERIMENTAL VERIFICATION

A number of tests were carried out to ensure that the results
obtained are caused by different perceptions of degradation
in foreground and background. For each of the three types of
degradation (foreground, background and whole picture), the
subjective degradation increases monotonically as the noise
variance increases (p < (1.005 using the Student-r test.)

Effects that do not have a significant impact, as measured by
the Student-f test with p > 0.2, include:

1) location of viewers with respect to the video screen;

2) whether the viewer was exposed first to the sequences

with audio (10 subjects) or those without (39 subjects);

3) the session in which the testing was carried out.

V. CONCLUSION

The results reported here demonstrate that the presence of
audio has a significant impact on the subjective quality of video.
These results could be usefully extended in the following ways.

* Many videoconferencing scenes contain more than one
persan. Our current results suggest that the viewers will
be more sensitive to the image quality associated with a
speaker than the background. Further work is required to

establish whether the image quality associated with other
people (who are not currently speaking) in the scene is also
more important than the background.

In the experiments reported here, high-quality audio was
used. It remains to be established whether the same results
would be obtained with low-quality audio, such as might
oceur in noisy environments or after coding for transmis-
sion over a low rate digital-communications system.

The degradation introduced into the video here was white
gaussian noise. Many applications introduce other types of
degradation, such as blurring effects in low-resolution im-
ages and blocking artifacts due to image and video coding.
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