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Abstract—Unit Commitment (UC) is an important optimization
task in the daily operation planning of the utilities. In mathematical
terms, UC is a nonlinear optimization problem with a varied set of
constraints. In recent years, Genetic Algorithm (GA), as a powerful
tool to achieve global optima, has been successfully used for the so-
lution of this complex optimization problem. Nevertheless, since
the GA does not effectively use all the available information, usu-
ally the searching process does not have satisfactory convergence.
In this research work, in order to improve the convergence of the
GA, a new local optimizer for the UC problem based on Lamarck
theory in the evolution, has been proposed. This local optimizer,
which tries to improve the fitness of one chromosome in the popu-
lation, effectively uses the information generated in calculating the
fitness. The simulation results show that by implementing this local
search method in the form of a new genetic operator, the speed of
convergence to the optimum solution is noticeably increased.

Index Terms—Evolution theory, genetic algorithm, global-local
search, hybrid methods, unit commitment.

I. INTRODUCTION

I N daily unit commitment the goal is to find an optimal
schedule for turning the thermal units on and off (up and

down), so that the total cost of operation in the study interval
is minimized. This planning problem has to, in addition to
satisfying demand and needed reserve margins, also satisfy
the technical constraints in operating the thermal units [1]. In
mathematical terms, daily operation planning is a nonlinear
problem with both continuous and discrete variables and
different linear and nonlinear, time invariant and time varying,
and equality and inequality constraints. Because of the discrete
variables representing the up and down states of the units, this
optimization problem is nonconvex. Some of the methods used
to solve this problem are, the priority list method, dynamic
programming method, and the Lagrange relaxation method [2],
[3].

Nowadays, Genetic Algorithms are being used as powerful
tools in optimization problems, especially in the nonconvex
problems [4]. Among the most important characteristics of
these algorithms are their compatibility with nonlinear and/or
discrete problems and parallel search in complicated spaces.
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These characteristics cause Genetic Algorithms to be powerful
and important tools in solving the operational problems in
power systems especially the new problems that have arisen
due to the new competitive environment. Some of these new
problems are; evaluation of bilateral contracts in competitive
markets, market simulation, and solving more accurate models
of daily unit commitments [5]–[7].

Experience in using GA has shown that, due to the fact that
GA does not make optimum use of the available information,
the process of reaching to the optimum solution is slow. This
deficiency, resulting from GA’s weakness in local search, can be
remedied by using Hybrid Genetic Algorithms. The main idea
in these methods is to use classical local optimization methods,
or innovative other methods, to improve the local search phase
of the optimization.

This paper proposes a new method for local optimization in
the solution of the daily generation planning. This local opti-
mizer, which tries to improve the fitness of one chromosome in
the population, effectively uses the information generated in cal-
culating the fitness. This local optimization method which from
the evolution theory prospective, may be interpreted as the im-
plementation of the Lamarckian evolutionary model, is applied
probabilistically as a new genetic operator to the individuals of
each generation. The new method is tested on a utility with 26
thermal generating units. The results clearly indicate the supe-
riority of this hybrid algorithm over the pure GA.

II. DESCRIPTION OF THEPROBLEM

An important daily problem all utilities face is the daily
generation operation planning. System operator has to prepare
an operation plan, complete with the start up and shot down
schedule, for a proper set of generators to meet the next day’s
demand. This plan has to minimize the total operation cost
of the system subject to a set of technical constraints for
the generators. The total available and operable generation
capacity should be sufficient to meet next day’s demand plus an
acceptable reserve margin. Considering a utility withthermal
units, the objective function, which has to be minimized in the
time interval , will be:

(1)
where; is the state of unit at hour , is the
fuel cost of unit when generating power , and is
the start up cost of unit at hour . In the above minimization
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problem, the following constraints, imposed by the need to meet
load demand and reserve margin, have to be satisfied:

(2)

(3)

where is the demand at hour, is the maximum
generation capacity for unit, and is the needed reserve
capacity in hour . Moreover, the constraints regarding the min-
imum time the units can be on before they can be turned off
and the minimum time they have to be off before they can be
turned on, the minimum up and down times, and the minimum
and maximum generation capacity limits for each unit has to be
considered.

III. OPTIMAL DAILY GENERATION PLAN

USING GENETIC ALGORITHM

Genetic Algorithms are an attractive class of computational
methods being used for solving a variety of scientific and
applied problems such as; optimization, modeling complex
systems, estimation of dynamic system and so on [8]. These
algorithms, which are known mostly as powerful tools in
optimization, are essentially a mathematical implementation
of Darwin’s evolution theory. Similarly to Darwin’s evolution
model, these algorithms use the three operators of inheritance
(to transfer the experiences from one generation to the next),
coincidence (natural errors that occur in this transfer), and
natural selection (those who are more compatible with the
environment have a better chance of survival). Their most im-
portant characteristic, which separates them from the classical
optimization methods, is that they work on a population of
solution to the problem.

Genetic algorithm is essentially a method to generate a
new population or generation from a given population. In
this process the selection, crossover, and mutation operators
are being used. Each member of the population, called a
chromosome, is a possible solution for the problem under
consideration, and is represented as a (usually binary) chain.
Members of each generation are ranked according to a spe-
cific criterion called fitness. The choice operator gives those
members with a higher fitness ranking a better chance of being
present in the next generation. The crossover and mutation
operators are applied to each chromosome with a specific
probability and cause new chromosomes to be present in the
new generation.

The basic Genetic Algorithm may be summarized as follows:

Step 1: Generate a random initial popula-
tion with individuals.
Step 2: Calculate the fitness functions of
all individuals in the population.
Step 3: Select two individuals from the
population with probability of selection
proportional to their fitness values.
Step 4: Apply the crossover and mutation
operators to these individuals with prob-

TABLE I
DEFINITION OF THE GENERATING UNIT’S CODE.

abilities equal to the crossover rate and
mutation rate respectively.
Step 5: Repeat steps 3 and 4 until in-
dividuals are generated to form the next
generation.
Step 6: Go to step 2 and repeat the
process until a stopping criteria is met.

To solve an optimization problem using GA, first the pos-
sible solutions of the problem have to be coded in chromosomes.
Next a fitness function to compare the chromosomes has to be
defined. In solving the daily generation planning, the main vari-
ables to be identified are the states, up and down, of the gener-
ating units. Therefore, a chromosome can be defined in the form
of a matrix with binary elements as is seen in Table I. This ma-
trix has , the length of the planning period in hours (24), rows
and , number of units, columns.

Before calculating the fitness of each chromosome, its infor-
mation is so modified to satisfy the minimum up/down time con-
straints of the units. That is tantamount to considering these con-
straints implicitly in coding [5], [9]. The modification procedure
is very simple. As an example consider a generation schedule
based on the information of an arbitrary chromosome such as
Table I. Consider unit and assume that the minimum up time
for this unit is 3 hours. For the modification of the generation
plan for this unit, after each transition from “0” to “1” in the
code, that is, after each start up of unit, the plan is modified in
a way to have a sub-sequence “0111” in the code for this unit.
This guarantees that once unitis started, it will stay up for at
least three hours. Similar modification is done in transition from
“1” to “0”.

The value of the fitness function is equal to the value of the
cost function in (1), which has to be minimized. Therefore to
calculate the fitness of a chromosome, the start up and fuel costs
of the units have to be calculated using the information in the
chromosome. Start up costs are directly calculated using the
chromosome information. Fuel cost (operation cost) of the units
are calculated using economic dispatch program. In this work,
we have used Lagrangian Relaxation method to solve the Eco-
nomic Dispatch problem. Economic dispatch is quadratic op-
timization problem and subsequently a convex one. Therefore
Lagrangian Relaxation method is proper for its solution.

Constraints imposed by load demand and minimum and
maximum generating capacity of the unit are considered and
satisfied in the economic dispatch. If in a certain hour the
inequality constraint regarding the reserve requirement is
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violated, the chromosome fitness is penalized. The value of
penalty is composed of a fixed value and a variable value in
proportion to the capacity shortage. As the assigned penalty
is large enough, in these hours, there is no need to run the
economic dispatch.

IV. A N EW HEURISTICMETHOD FORLOCAL OPTIMIZATION IN

THE GENERATION PLANNING

Genetic Algorithm is a global optimization algorithm.
Arriving at a proper balance between the local and the global
phases of the optimization is a precondition for successful
global optimization. Experience in using GA has shown that,
due to the fact that GA does not make optimum use of the
available information, the process of reaching to the optimum
solution is slow. This deficiency, resulting from GA’s weakness
in the local search can be remedied by using tools to improve
the local search phase. It is essential in designing these al-
gorithms that a compromise is reached between the speed of
convergence to a solution and the reliability of the solution [10].

Hybrid Genetic Algorithms usually use new operators. These
operators are very powerful in local search and are inspired
by nature or classical optimization methods, such as gradient
methods or quasi-Newtonian methods. Since local optimization
methods try to improve the situation of one member of popula-
tion, from the evolution theory prospective, they may be inter-
preted as the mathematical implementation of the Lamarckian
evolutionary model. In this model, evolution is explained and
modeled as the efforts exerted by, and variations undergone by,
a member independently to be better compatible with its en-
vironment. Designing hybrid Genetic Algorithms based on the
theories of Darwin and Lamarck essentially means considering
the local and the global optimization simultaneously. Experi-
ence has shown that these algorithms have better computational
efficiency than pure Genetic Algorithms [11].

Based on the above discussion, a question can be posed as
how to improve the convergence speed of the Genetic Algo-
rithm in solving the optimal daily generation planning problem.
Because of the discrete variables representing the states of the
units, the classical optimization methods such as the gradient
method can not be used. Therefore heuristic methods have to be
used in designing the local optimization algorithm.

The local optimization algorithm has to modify and improve
any given plan for the operation of the thermal units such that the
total cost of the plan is reduced. As was explained in Section III,
for each hour of the operation plan, economic dispatch, based
on the information of each chromosome, is run. One can use
the information obtained from economic dispatch to improve
the generation plan. The main idea is based on the notion that
if economic dispatch is dispatching unitnear its maximum
capacity during the hours it is on, it is probable that running the
unit during the times that the plan calls for it to be off may be
beneficial. Conversely, if a unit is dispatched near its minimum

TABLE II
ORIGINAL GENERATION PLAN FOR THE EXAMPLE CHOROMOSOME AND

R VALUES.

capacity during the time it is on, it may be beneficial to take it
out during some of these hours.

Therefore, the total power generated by a unit during the plan
may be used as an index to compare different units. Equation
(4) is developed for this ranking.

(4)

In this equation, is an index that ranks unitand is the
duration of the planning horizon. Also and are the
generated power and the state of unitin hour , respectively,
and is the maximum generation capacity of this unit. The

index not only depends on the economic characteristics of
the unit but also is closely related to the information in the chro-
mosome under consideration. Therefore, if in a certain chromo-
some, a unit is off, or generates power near its minimum level,
for most of the hours of the operation plan, according to this
ranking, it will have a low ranking.

Therefore, depending on the information contained in the
chromosome under study, units only get different rankings, so
this method does not reduce the population diversity. Moreover,
this method not only compares the performances of the units
in their nominal capacities but also it is able to compare those
units that are near their minimum capacity. An example will
further clarify the method. It is assumed that number of units

is 4 and the duration of the plan, is 3. Generation plan
based on the information of a particular chromosome of the
population, after optimal power flow is shown in Table II.

The last row in the table shows the load demand. It is seen
that unit 1 is dispatched near its nominal capacity during the
hours it is on but unit 4 is always dispatched at its minimum
capacity. Therefore it seems beneficial to dispatch unit 1 in the
first hour also. And it seems that taking unit 4 out may reduce
the costs. The Ra values are calculated according to (4) and
the results are shown in column four. Using these Ra values
and considering the minimum time constraints, the generation
planning problem is solved using a method similar to the priority
list method. Table III shows the unit commitment plan for these
units after this method is applied to the plan of the Table II.

The above ranking method will be implemented as a new ge-
netic operator and just as mutation and crossover it is applied
probabilistically to each chromosome.
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TABLE III
UNIT COMMITMENT PLAN BASED ON THEHEURISTIC METHOD.

Fig. 1. The load curve of the study system.

Fig. 2. Convergence of the fitness of best member to near optimal value.

V. AN EXAMPLE OF HYBRID GENETIC BASED SOLUTION OF

THE DAILY GENERATION PLANNING PROBLEM

The system under study has 26 thermal units. Technical and
economic data for the units, the initial states of the units at the
beginning of the planning horizon and the load curve are as
in [12]. For ease of reference this information is shown in the
Appendix. This system has to satisfy the load curve shown in
Fig. 1. Moreover a 10% reserve capacity has to be provided in
each hour.

Due to the benefits of the tournament selection operator and
its ease of implementation, it is used as the selection operator.
Also a uniform crossover operator with probability of. 8 and
probability of mutation of 0.002 is used. Analyzing the perfor-
mance of the Genetic Algorithm with different number of pop-
ulation members shows that a population with 20 members has
a relatively better performance.

Fig. 2 shows the variation of the fitness (operation cost in
thousands of dollars) of the best member of the population with
respect to the number of processed generations. It is seen that

Fig. 3. Comparison of the convergence of the GA and the hybrid GA.

after approximately 2800 generations, a near optimal solution is
obtained.

Now, to increase the speed of convergence of the Genetic Al-
gorithm, the dynamic ranking method described in Section IV is
used. This method is implemented as a new operator with prob-
ability of 0.05. That is, for a population of 20 individuals, the
new operator is applied only to one chromosome. Of course,
as for other operators, there is no guarantee that fitness will
improve following the application of this operator. When this
operator operates on a chromosome, first the units are ranked
using their dispatched generation values based on the informa-
tion contained in this chromosome. Next, based on this ranking
and taking into consideration the minimum up/down time con-
straints for each unit, the plan presented by the chromosome
is modified. In Fig. 3 convergence of the Genetic Algorithm
and the hybrid Genetic Algorithm are compared. It is seen that
the new operator has noticeably improved the speed of conver-
gence. It is also seen that the hybrid GA has found an accept-
able solution near the final solution (with 0.15% error) after only
200 generation. This new genetic operator, by using information
more effectively improves the local search phase and therefore,
takes the GA to the region of the optimal solution much more
rapidly.

As the solution nears this region, the process is controlled
more and more by the operators of the global search. That is in
the final iterations, as the new genetic operator only considers
the continuous generation costs, it does not exhibit good per-
formance and it is possible that it would even increase the cost
associated with the chromosome. The probability of operating
this operator to a chromosome is tuned similarly to those of the
crossover and mutation operators. When this probability is set at
high values, the genetic search process is disturbed and the Ge-
netic Algorithm is prevented from learning. Simulation results
show that using this new operator with 0.05 probability leads to
good results.

The convergence of the hybrid GA method is more accurately
shown in Fig. 4. In this figure the solution obtained by using the
Lagrange Relaxation method is also shown as a straight line.

It is seen that the hybrid GA is finding a slightly better op-
timal solution to the daily generation planning problem than
the Lagrange Relaxation method. The GA method is solving
the problem directly and therefore avoids the problem of du-
ality gap and its solutions are always feasible, whereas, the La-
grange Relaxation method, due to the nonconvexity of the plan-
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Fig. 4. Convergence of the hybrid GA and comparison of its final cost with
that of Lagrange method.

ning problem has to face this problem. Processing time using a
PC with Pentium Celeron 633 processor was 165 seconds. Em-
ploying better software techniques and hardware equipment can
reduce this time by orders of magnitude.

VI. CONCLUSIONS

In this paper, in order to improve the convergence of the GA, a
new local optimizer for the unit commitment problem based on
Lamarck’s theory in the evolution, has been proposed. This local
optimizer, which tries to improve the fitness of one chromosome
in the population, effectively uses the information generated in
calculating the fitness. This heuristic local optimization method
is implemented in the form of a new genetic operator which is
then applied probabilistically to the individuals of each genera-
tion. As a result, decisions are made to increase or decrease the
duration of the time units are up or down. Each unit that has
more generation would be given a relative priority in the plan
presented by the chromosome. This method is in fact a dynamic
ranking method, as the ranking of the units is directly related to
the information of the chromosomes. That is, for different chro-
mosomes, different rankings would result which is important
in maintaining the diversity of the population. Simulation re-
sults in scheduling of a system with 26 thermal units show using
this local search method, the convergence behavior of the con-
ventional Genetic Algorithm is noticeably improved. Also com-
paring the final solution with solution obtained by the Lagrange
Relaxation method showed that the method is capable of finding
the optimal solution. Due to its flexibility and its ability to op-
erate on a population of solutions, this new hybrid algorithm
can be employed to solve the new problems that have arisen in
the new competitive environment of the electric energy industry
and can be a good tool to improve and aid the decision process.

APPENDIX

The study system has 26 thermal units. Table IV provides the
unit minimum up-time, minimum down-time, initial conditions,
and various unit ramp limits. In this table the following notation
is used;

: Ramp-up time of unit (h)
: Ramp-down time of unit (h)
: Ramp-up rate limit of unit (MW/h)
: Ramp-down rate limit of unit (MW/h)

TABLE IV
GENERATING UNIT OPERATING LIMITS, RAMP LIMITS, AND INITIAL

CONDITIONS.

TABLE V
GENERATING UNIT CAPACITY LIMITS AND FUEL COSTCOEFFICIENTS.

TABLE VI
LOAD DEMAND FOR THE STUDY PERIOD.

The fuel cost of unit is given by the relation;

The values of the parameters, , and are given in Table V.
Also in Table V, rated maximum and minimum power genera-
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tion of each unit is given as and , respectively. Finally, load
curve for the system under study is given in Table VI.
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