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Abstract: To improve the security of Wireless Local Area Networks, the IEEE has recently standardized the 802.11i protocol. The 802.11i is based on two main components. It uses a new protocol, called CCMP for data-confidentiality and IEEE 802.11X’s Key-distribution system to control access to the network. In CCMP, a packet is sent in clear for decryption possibility by the receiver. To avoid security flaws, the counter is not used more than once.

This makes the protocol dependent on 802.11X standard. It also leads the performance to degrade. In this paper, a new encryption method is introduced that eliminates counter transmission and based on numerical calculations this method improves the security of CCMP method.
Keywords: IEEE802.11, Security, CCMP, Counter Synchronization. 

1. Introduction 

After IEEE 802.11i ratification, the Counter mode with CBC-MAC Protocol (CCMP) has been the preferred encryption protocol in the standard [1]. This protocol is based upon the Counter mode with Cipher Block Chaining Message Authentication Code (CCM) mode of the Advanced Encryption Standard (AES) encryption algorithm. The CCMP is composed of two components: The Counter mode (CTR) of the CCMP is the algorithm that provides data privacy. The second component, the Cipher Block Chaining Message Authentication Code

(CBC-MAC), provides data integrity and authentication [2].

Both of these components utilize 128-bit keys, with a 48-bit packet sequence counter. As will be described, this counter is used for encryption and decryption procedures. To enable the receiver to extract the plaintext from an encrypted packet, all the packets must contain this counter in clear. To avoid replay, message injection and message decryption attacks by intruders, counter must not be used more than once. So when counter reuse is necessary, the encryption key is changed by 802.1X standard [2], [3].

Although the use of 802.1X standard makes the encrypted traffic secure enough, the key exchange process decreases the throughput of the network. The existence of 48-bit counter in all packets also degrades the throughput. This paper introduces a new method, which eliminates counter part of each packet. Instead it sends some packets to synchronize both sender and receiver on a desired counter value. Exploiting this new method reduces the need for key-management standards [4].

The following section is devoted to an overview of CCMP. Section 3 describes the counter synchronization method and section 4 identifies some important details of it. The effect of parameters on a designed network is carried out in section 5. Section 6 compares the new method with CCMP from the security point of view. Finally, concluding remarks are given in section 7.
2. CCMP Configuration

CCMP protocol utilises AES standard for data encryption in both Counter and CBC-MAC modes. A 48-bit packet sequence counter is used in Counter mode as a state variable. To construct the CTR mode counter, the Packet sequence counter concatenates with sender MAC address, a 16-bit zero per-packet block counter, and 16-bit of other data, where the last 16 bits are used to distinguish the Counter mode counter from the CBC-MAC Initialisation Vector (IV) [2].
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The Counter mode counter is the AES input and as shown in figure 1, this counter is encrypted by the AES algorithm and then is XORed with plaintext block to produce ciphertext. Since in CCMP, the input, the shared secret key and the output blocks are 128 bits long, the message must also be fragmented to 128 bit blocks. To enable the receiver to decrypt the received packet, the counter must be sent in clear. Each block uses a unique counter to avoid key reuse security flaws: If a counter is sent more than once, the encrypted traffic can be decrypted based on statistical analysis. It would also be possible to inject old packets into the network [2]. Whenever the counter reuse is needed, the shared secret key must be changed. This process is done by using the 802.1X standard [2], [3].

The other component of CCMP, the CBC-MAC, uses the packet sequence counter to make an Initial Vector (IV). As figure 2 shows, in the CBC-MAC mode, the output of each block is fed forward to the next one and then XORed with the consequent message block. The first block’s input is 
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 where IV is made from the packet sequence counter and 
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 is the first 128 bits of message. The output of the last block is truncated to 64 bits and then is called Message Integrity Code (MIC). MIC is concatenated to the message and encrypted in the CTR mode to provide data integrity and authentication [2].
3. Counter Synchronization

As descried in [4], in the new encryption method the packet sequence counter is not sent in clear and also none of the encrypted packets contain the counter part. Because the receiver must know the packet sequence value to be able to decrypt the received packet, the sender encrypts the first packet sequence counter and sends it at the beginning of each transmission. Afterwards, both of the sender and the receiver are synchronized on this value of counter. Because the sender follows a table or a pre-defined agreement protocol to select the next values of counter to encrypt the other packets, it is not necessary to send counter value in these packets. The receiver must do the same work as the sender to decrypt the packets correctly. 
3.1. Encryption Block 
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In our method, the sender must initially encrypt the first packet sequence counter. Since in CCMP there is an encryption block, it is preferable to use it for counter encryption too and avoid utilizing another configuration. So, as can be seen in figure 3, this block is similar to AES Counter mode encryption block. As in [2], a secret key is shared between the sender and the receiver which is used in encryption algorithm, AES. The output of the AES algorithm would be XORed with the plaintext, the packet sequence counter information, and produces the ciphertext. Finally the ciphertext is sent to the receiver. 

In CCMP protocol, the AES algorithm encrypts the counter block to produce an output that would be XORed with plaintext. In our method, to synchronize the sender and the receiver on a counter, the counter must be encrypted and sent. So the plaintext is the counter value and it cannot act as the AES input. Then the input must be replaced with another parameter and since this parameter is not sent, it must be clear to the sender and the receiver. 

A parameter with this specification is the sending time. The IEEE 802.11 introduces the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) method. As the name implies, CSMA/CA attempts to avoid collisions on the wireless media by placing duration information in each frame, so that receiving stations can determine how long the frame will last. During the time that the channel is busy, the other stations activate the Network Allocation Vector (NAV) signal till the end of that transmission. If the previous frame's duration is expired and a quick check of the wireless media shows that it is not busy, the stations are permitted to transmit [5].  

Based on this method, all stations can distinguish the starting time of each transmission. In the new method, AES block input is replaced with this time, [image: image27.wmf]k
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including a little correction which is named as random time selection. If the time is clear to all stations, it would also be clear to the intruders which means the weakness still exits. To improve this situation, as shown in figure 4, the time is selected randomly from a time interval in which the initial sending time is the start of the interval. The sender chooses this random time to encrypt packet sequence counter and sends it. The receiver decrypts the frame using all the times in that interval until it decrypts the packet correctly. To find out that the packet is decrypted correctly, the receiver computes the MIC part of message and compares it with the received decrypted MIC.

3.2. Increasing Ambiguity

The attacker does not know the shared key and the exact time value. Hence he can not find the time reuse and he will not be able to decrypt any messages. If the time is reused for any reasons, he has some intervals, which the same time may be selected from it. This can be an opportunity for the attacker to decrypt the packet and this means that random time selection is not a plausible remedy for time reuse problem. 

Time reuse can mainly occur in two situations: first, if the number of the bits used to define the time is not big enough and second, if two or more hidden stations begin to send packet at the same time. 

Although the first problem can be solved by setting the bit numbers such that it is sufficient for long periods, e.g. 200 years, but there is no way to make two stations that are hidden from each other, not to send simultaneously. The second problem may be less pronounced by increasing ambiguity. In this method, the sender will send more than one frame to synchronize the receiver on the desired counter. Instead of the counter value, each packet contains some information about a pointer that points to the relative address of the counter in the counter space. The pointer information is such that the counter value could only be found when the receiver could decrypt all of these synchronous packets. 
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The number of bits used to describe counter value is 48 and so the counter may have 
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different values. To increase ambiguity, as figure 5 shows, this space is divided to 
[image: image4.wmf]1

2

n

 sections and also each section is divided to 
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 subsections. This process is continued until subsection m is produced. The value of m depends on the security level and the traffic throughput. The i-th section numbers 
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. The m-th level section will also contain 
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 numbers. 

These numbers are used to address the counter value and are sent encrypted with a random time. Receiver decrypts each packet and step-by-step, he is guided to the real value of counter. After decrypting the m-th packet, the receiver must check 
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MIC values to find the counter. 

4. Parametrical calculations
Decryption of more synchronous packets enables the attacker to extract more information about the counter. This situation happens when the hidden stations encrypt more synchronous packets with the same random time, but the probability of this event decreases with increasing the number of the time reuses. This means that random time selection compensates the ascending probability of distinguishing the counter value because of the synchronous packet decryptions and vice versa and if they are used together, counter synchronization will be done in a secure way. 

To find the optimum number of sections (m) and the number of values that section i contains (
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), it is important to note that they must be computed in a way that the probability of distinguishing the counter is not increased when more synchronous packets are sent at the same time by hidden stations.

Suppose that 
[image: image11.wmf]]

[

y

S

i

denotes the y-th part of the i-th section. When the attacker decrypts the packet and knows y, he must guess the values of other sections in order to compute the counter value. So the ambiguity would be on the un-decrypted sections. Then, the probability of computing the counter if only section 
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 is known can be computed by equation (1) in which Ctr denotes the counter.

[image: image30.wmf]1

[image: image31.wmf]m


The probability of counter extraction if k sections
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 are decrypted is similar to (1). It is obvious that to have the least information about counter, the size of all sections must be equal. So, each 
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 is equal to n as in (2).    
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Using (2) and the conditional probability equation, the joint probability can be computed as
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The value of A can be extracted from (2), but the probability 
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 is not known and should be calculated. This is the probability that k different synchronous packets are decrypted and it happens when they are sent at the same time. Since all of the hidden stations send their packets independently, the events 
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 are independent. In addition, simultaneous transmission does not depend on the section number e.g. i, j... l. This means that all of the events 
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 are equiprobable and the joint probability can be written as (4) where p is the probability that at least two stations select the same random time for encryption.
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To compute p, it is assumed that h hidden stations send their packets uniformly in the way that all of the data frames and synchronous packets are sent in the time intervals completely similar to other hidden stations’ traffic. In other words, all of the hidden stations start the synchronization process in the same time. This assumption leads to the computation of probability in the worst case. Then, p is calculated using birthday paradox: p is the probability of at least two stations select similar times from an interval which contains N different times [image: image39.wmf]3
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[6].  

Now, all the values of equation (3) are known and can be substituted. Returning to the first basic assumption, the probability of finding the counter must not increase when more synchronous packets are sent at the same time. The value of n would be computed based on this idea. This means that the joint probability of knowing counter and l synchronous packets must be less than the joint probability of knowing counter and k packets if 
[image: image18.wmf]k

l

³

, or 

[image: image40.wmf]3

[image: image41.wmf]3


After simplifying inequality (6), the upper margin of n is obtained from equation 7.
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5. Effect of time resolution and hidden stations on system parameter

Based on equation (7), increase in time resolution (N) causes increase in n. On the other hand increase in the number of hidden stations (h), decreases the n.
The value of N is chosen based on the interval in which a packet is sent and the data transmission rate. The time interval is calculated from [7]. Note that based on [7] the average time the channel is sensed busy by each station during a collision is less than the average time the channel is sensed busy because of a successful transmission. Then to avoid time interval overlapping the average time of unsuccessful transmission is selected as the average time interval. 
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In (8), 
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is the propagation delay, H is the header of each packet, and E[P] refers to the average information payload. The indices bas and rts refer to the transmission mode, Basic or RTS/CTS which are described in IEEE 802.11 standard and finally, SIFS, RTS and CTS are some specific values that are defined in 802.11 for interframe spaces in RTS/CTS transmission method [5]. 

The value of N also depends on the transmission rate. For instance if the rate of 1Mpbs is chosen [7], the resolution of N must be at least 1
[image: image20.wmf]s

m

. Then for RTS/CTS transmission method, N = 
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= 1297.
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The effect of time resolution on n is shown in figure 6. The least selected value for N is 1297. It can be seen that small values of N are more effective and as N increases, the increment of n happens more slowly. 

Hidden station number, h, is the next effective parameter that must be studied. Figure 7 refers to the effect of hidden stations on the value of n in which the value of N changes. The effect of h is opposite to N. It makes n to decrease and as the figure shows, for some values of N and h (e.g. N = 1297 & h = 50), it might be impossible to find a suitable value for n. In this situation, increasing N is a useful way to solve the problem. 

Regardless of security issues, it must be noticed that in a wireless network, the throughput is acceptable when less than 10 percent of station pairs are hidden [8]. Although this task leads to an easier case of h and N selection, it is better to include an acceptable margin for the number of hidden stations in a secure network design. 
6. Security Comparison 

In the new protocol, data packets do not contain the counter part. Therefore it is impossible to distinguish the counter reuse and this means that the message decryption does not occur. 

The probability of finding the counter value due to the time reuse for synchronous packets is calculated from equation (3). After the counter is found, to decrypt the data packet which is encrypted with that counter value, the attacker should wait till he finds another counter, which is equal to the first one. This case shows the strength of the new method in comparison with CCMP. Equation (3) acts as a correction ratio and reduces the probability of decrypting data packets. 
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Figure 8 shows the numerical values of correction ratio in a desired network. This network is composed of 80 stations in which 8 stations are hidden. The data transfer rate is 1Mbps and the value of N is selected as N = 1297. Equation (7) forces the maximum value of n to 5. In figure 8, the correction ratio is drawn for n = 5, 4, 3, 2 and variable values of time reuse. It is obvious that the joint probability of knowing counter and k synchronous packets would be improved when smaller values of n are selected. But in comparison with CCMP, even in the worst case, the probability correction ratio is better than
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Another important result is the reduction of probability when the number of common time synchronous packets is increased. This means that it is better for the attacker to try to find counter value only from one time reuse since probability of more reuses would be very low. 

Finally the effect of increasing the number of hidden stations is studied in figure 9. In this case a network is composed of 80 stations and is designed for 8 hidden stations. As shown in the figure when the number of hidden stations increases, the network architecture tolerates the increment until the increment ratio is 12.5 percent (10 hidden stations). After this ratio, the probability increases but even for 25 percent hidden stations, the probability is 
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times less than CCMP.  

7. Conclusions

In this paper we introduced a new method for packet encryption in CCMP protocol to make it independent from IEEE 802.1X standard for key exchange. Our method eliminates the packet sequence counter part of each packet and instead, sends m encrypted packets for synchronization of both sender and receiver on a counter value before exchanging any data packets. To increase the ambiguity, the new method uses random times to encrypt the counter information and instead of sending the whole value of the counter, its address is sent in m packets. In this way the weakness of the method due to hidden station transmission is alleviated and this makes our method at least 
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 times stronger than CCMP (when 802.1X is not used). In addition, if the parameters were set correctly, the network architecture would be secure enough to handle increments in the number of hidden stations.
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Figure 5: Counter space addressing
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Figure 1: CCMP counter mode
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Figure 3: Encryption block
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Figure 9: hidden station effect on a designed network





Figure 8: Correction ratio of probability and effect of n





Figure 7: Effect of hidden stations (h), on n
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Figure 2: CBC-MAC mode
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Figure 6:  Effect of time resolution (N), on n
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Figure 4: Encryption by a random time
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