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Abstract—This paper presents several efficient architectures of
dynamic/static edge-triggered flip–flops with a compact embedded
logic. The proposed structure, which benefits from the overlap pe-
riod, fixes most of the drawbacks of the dynamic logic family. The
design issues of setting the appropriate overlap period for this ar-
chitecture are explained. The proposed overlap-based approach is
compared with several state-of-the-art dynamic/static logic styles
in implementing a 4-bit shift register and an odd–even sort copro-
cessor using different CMOS technologies. The simulation results
showed that the overlap-based logic cells become much more ef-
ficient when the complexity of their embedded logic function in-
creases. Moreover, this approach improves static power consump-
tion, which makes it even more efficient in below 0.18 m CMOS
technologies.

Index Terms—Clock overlap, digital ICs, edge-triggered
flip–flops, static/dynamic logic family.

I. INTRODUCTION

A S DEEP submicrometer (DSM) CMOS technology has
evolved during the last few years, researchers have devel-

oped several full-custom design techniques for digital circuits
to improve design metrics like reliability, power consumption,
performance, and area. These approaches can be divided into
static and dynamic logic styles. Dynamic circuits are superior
in terms of speed and area compared to static circuits. However,
crosstalk and the clock routing issues are more troublesome in
dynamic circuits.

During the past few decades, extensive studies have been
done on the design of combinational circuits. The conventional
CMOS logic (static or dynamic) and pass transistor logic (PTL)
styles are two major architectures in implementing the logic cir-
cuits. The PTL family has been explored in the form of transmis-
sion gates (TGs) [1], complementary PTL (CPL), double PTL
(DPL) [2], and gate diffusion input (GDI) [3] logic styles. In
some logic functions like multiplexers, the TG logic is more ef-
ficient compared to the static CMOS architectures. However, the
TG circuits become very slow in a large set of cascaded func-
tions due to the RC delay and body effects. Under this condi-
tion, buffers must be inserted between cascaded TGs. The CPL
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logic style is efficient in terms of area and dynamic power con-
sumption due to the reduction of p-type MOS (pMOS) tran-
sistors and voltage swing in the internal nodes. However, they
need intermediate buffers to repair the low-swing nodes and they
suffer from static power consumption. Moreover the low-swing
nodes make the circuit very prone to noise, and as a result, the
low-swing PTL structures are typically avoided to maintain the
robustness of the design. The DPL circuits add pMOS tran-
sistors to the CPL structures to provide full-swing nodes. The
GDI technique uses n-type MOS (nMOS)–pMOS two-transistor
cells to implement a logic function with reduced complexity.
Like the CPL circuits, the voltage swing of the internal nodes
is typically low, which makes the GDI circuits inefficient and
prone to noise in new technologies.

In the design of sequential circuits, a major challenge is the
design of an efficient D-flip–flop (DFF). Several static/dynamic
DFF architectures have been proposed in [1] and [4]–[12]. The
static GDI DFF proposed in [4], like the combinational GDI im-
plementations, reduces the internal node voltage swings to im-
prove the dynamic power consumption. However, it suffers from
the aforementioned problems in GDI combinational circuits.
The static DFF in [1] uses fewer pMOS transistors compared
to the one in [4], and can be converted to a power-delay-product
(PDP) efficient push–pull architecture proposed in [5]. All these
structures are sensitive to the clock overlap. In order to eliminate
the problem of clock overlap, several architectures are proposed.
The dynamic single-clock DFFs in [1] are not sensitive to clock
overlap, but suffer from charge-sharing problems. The dynamic
single-clock charge-sharing-free DFF in [6] was proposed for
binary ripple counters; however, this kind of DFF suffers from
large set-up time and propagation delay. Another category of
DFFs, which not only does not suffer but also benefits from
the overlap period of the clock signals, is called hybrid latch
flip–flop (HLFF) [7]. The DFFs in [7] are also able to have neg-
ative set-up times. Another structure for the overlap-based DFFs
is proposed in [8], which is very efficient in terms of power
consumption, delay, and area. Moreover, they have larger ac-
ceptable overlap periods and lower minimum allowable overlap
times [8].

In this paper, a revised structure of the overlap-based DFFs
in [8] is proposed. The new architecture is capable of embed-
ding logic functions into the overlap-based FF and is an efficient
architecture for designing control units and pipeline datapath
structures. The proposed logic cell implements the logic func-
tions more efficiently compared to the conventional dynamic
logics. It performs a charge-sharing-free operation, while re-
ducing area, power, and delay. The detailed design issues of
these architectures are presented in the paper. The overlap-based
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logic cell is compared with several state-of-the-art dynamic/
static FFs in implementing a 4-bit shift register. In order to em-
phasize the efficiency of this approach, the operation of the cir-
cuits are evaluated in all the process/temperature corners with
several load capacitances and supply voltages using different
CMOS technologies. We have also evaluated the robustness of
the proposed dynamic logic cell with respect to cross coupling
in 45 nm CMOS technology. Moreover, the proposed architec-
ture has been evaluated in an odd–even sort coprocessor, which
is widely used in many digital signal processing applications.
The simulation results show that the proposed logic cells be-
come more efficient when the complexity of their embedded
logic function increases. Moreover, their power consumption is
lower in advanced DSM technologies due to their superior op-
eration in terms of leakage current.

The rest of the paper is organized as follows. In Section II,
the proposed logic cell with its functionality and design issues
are presented. Section III compares the efficiency of the pro-
posed logic cell with several state-of-the-art dynamic/static ar-
chitectures in a 4-bit shift register. The results of the postlayout
simulations in 0.18 m CMOS technology and schematic sim-
ulations in 90, 65, and 45 nm are provided to explore the impact
of the leakage in more advanced technologies. In Section IV,
the proposed logic cell is used to design a stable sort copro-
cessor and the improvements are explored. Finally, conclusions
are drawn in Section V.

II. THE PROPOSED OVERLAP-BASED LOGIC CELL

In this section, the proposed logic cell is presented. The clock
overlap is typically troublesome in sequential circuits. However,
the proposed logic cell not only does not suffer but also benefits
from the overlap period. Using this period, results in an efficient
logic cell that has advantages over conventional dynamic logic
styles.

A. Basic Operation

The proposed logic cell embeds a lookup table (LUT) into
an overlap-based DFF as shown in Fig. 1. The LUT has been
implemented by a pull-down network (PDN). Note that if the
PDN is replaced with only one nMOS transistor, the logic cell
operates as a single DFF.

The clock signal and its complement are used
to latch and hold the data. In order for the circuit to operate
properly, the must lead the . As will be explained later,
this structure makes a positive edge-triggered overlap-based FF
with an embedded logic. The two clock signals are made in such
a way as to have a 1–1 overlap. The 0–0 overlap has no effect
on the operation of the circuit. It is possible to make a negative-
edge-triggered cell by swapping the position of the and
signals.

The operation of the proposed logic cell can be divided into
two modes as follows.

1) Evaluation Mode: This happens during 1–1 overlap of
and signals. During this phase, transistors , ,
and are all on. The second stage behaves like a simple
inverter and the data can pass through the cell and reach
the output. Note that before this phase starts, has been
0 and is at the beginning of this mode.

Fig. 1. Proposed overlap-based logic cell—a positive-edge-triggered FF with
embedded logic.

2) Holding Mode: During this mode, the internal node is
disconnected from the input PDN, while and can
have the following values:

a) The 1–0 sequence ( and ): During this
period, has a value that is the inverse of the input
PDN and has been stored during the evaluation mode.
Moreover, is inverted and passed to the output.

b) The 0–X sequence ( and ): Under
this condition is disconnected from both the input
PDN and the output node and is pre-charged to .

The previous discussion implies that the proposed structure
can have a negative set-up time like the HLFFs.

B. Comparison With Conventional Dynamic Logics

It may seem that the proposed architecture operates the same
as a dynamic combinational circuit, which has been merged with
a DFF. However, there are some major drawbacks in dynamic
circuits that are not troublesome in the proposed architecture.
These issues are discussed as follows.

1) Complementary Input Signals: The dynamic circuits can
be cascaded in domino or zipper styles. For these architectures,
the input signals cannot be changed more than once during the
evaluation mode. Moreover, the transitions of input signals must
occur in only one direction. As an example, in cascaded PDN
domino logic circuits, only the low-to-high transitions are al-
lowed during the evaluation mode, because the output capaci-
tance of the dynamic circuit may be wrongly discharged and it
would not be possible to recharge it during the same evaluation
phase. Based on the aforesaid discussion, if a PDN/pull-up net-
work (PUN) needs complementary input signals ( and ), it
cannot be implemented with a dynamic architecture in cascaded
dynamic circuits. The reason is that it is not possible to pro-
vide a similar transition direction for two complementary sig-
nals during the evaluation mode. As an example, consider the
circuits in Fig. 2. In this figure, the logic function of a 2 1 mul-
tiplexer has been implemented by a PDN and it is merged with
a DFF. The same circuit using overlap-based logic cell is also
shown in Fig. 2. The select signal and its complement ( and
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Fig. 2. (a) Unacceptable cascade of a dynamic multiplexer and a positive edge-
triggered DFF. (b) A multiplexer embedded into an overlap-based DFF.

) are necessary in realizing a 2 1 multiplexer with a PDN.
For the circuit in Fig. 2(a), the two input signals and
should not have a high-to-low transition during the evaluation
mode, because the output load capacitance of the multiplexer

may be wrongly discharged and it cannot be recharged in
the same clock cycle. Providing only a low-to-high transition for
both and during the evaluation mode is not achiev-
able in cascaded circuits. Note that regarding this issue, it does
not matter whether and are realized by a dynamic or
static cell. One way to use the circuit in Fig. 2(a) is to have static
realizations for and , while adding a timing constraint
of having all the complementary input signals of the dynamic
PDN fixed during the evaluation phase [i.e., during for
the circuit in Fig. 2(a)]. This issue implies having a hold time
of about for the input signals of the PDN, where is the
clock period. Allocating about 50% of the clock period to only
one dynamic combinational stage widely impacts the maximum
achievable frequency and performance. Therefore, the architec-
tures like XOR gates or any LUT, which need complementary in-
puts, are implemented with static CMOS logics or PTL styles.

On the other hand, the proposed PDN-based logic cell can im-
plement any logic function in a cascade circuit, because the tran-
sistor in Fig. 1 limits the evaluation phase of the circuit to the
1–1 overlap and the inevitable changes of input signals during
other clock sequences (0–0, 1–0, and 0–1) do not wrongly dis-
charge . In other words the input signals of the PDN must be
fixed only during the 1–1 overlap period (instead of half of the
clock period). This issue can easily be achieved by considering
a nonzero hold time for the circuit. This hold time is equal to
the overlap period of the clocks and it is much lower than .
Hence, in contrast to the conventional dynamic logics, adding
this timing constraint does not much impact the performance.
As will be explained in the following sections, in contrast to the
conventional overlap-based architectures like HLFFs, the pro-
posed logic cells can be designed to function with very short
overlap periods (hold times). They also accept larger overlap
ranges.

2) Charge Sharing: Charge sharing between the internal
nodes of the PDN and the output node of a dynamic circuit
can be problematic in dynamic circuits. It can be resolved
by adding a few transistors to the output node. However, this

approach leads to an overhead in area, power, and performance.
Another solution is to provide a hold time of during the
evaluation phase, while having a negligible positive set-up time
to precharge the internal capacitances of the PDN before the
evaluation phase starts. As explained before, having a hold time
of about is not a good approach in terms of performance.
In the case of the proposed cell, charge sharing can be avoided
by simply considering a negligible positive set-up time, while
having a hold time equal to the overlap period. This issue is
discussed next.

If we consider a positive set-up-time for the cell, before the
end of the 0–1 sequence, the input signals of the PDN are
fixed, and as a result, the internal capacitances in the PDN are
charged to , where is the threshold voltage of the
nMOS transistors. In this way, when the 1–1 overlap period
begins, these precharged capacitances do not impact and
the charge sharing issue is avoided.

It can be deduced from the aforesaid discussion that overlap-
based logic cells make it possible to implement any logic func-
tion with a PDN, while avoiding charge sharing and keeping the
maximum achievable frequency fixed.

C. Design Considerations

As the load capacitance on the clock circuitry is typically
high, the clock overlap is an inevitable issue. However, in some
design approaches, the nonoverlapping clocks are generated.
This issue needs complex clock generators, and it is not suitable
for applying the clock gating technique in large processors [13].
As a result the single-clock FFs or overlap-insensitive FFs are
mostly used in chip-level designs to maintain reliability issues.
It is worth noting that for overlap-insensitive FFs like C MOS,
the overlap-time is a compulsory overhead in set-up time and
clock-to-output propagation delay. However, the proposed logic
cell benefits from this overhead period. In this section, the de-
sign issues of the proposed logic cell are discussed in a general
pipeline structure. It will be seen that the proposed cell is able to
accept a wide overlap period within process/temperature varia-
tions. Moreover, the impacts of clock skew and clock jitter are
included in the discussion.

The main design issue in the proposed logic cell is the overlap
period between and . For the logic cell in Fig. 1, the
overlap time should be long enough such that the data
can pass through the first inverter and discharge the parasitic
capacitance . Otherwise transistor turns
off and disconnects the input signals from . On the other hand,

should not be too large; otherwise, the signal may flow
through to the next cell during the evaluation mode. This means
that should be smaller than the minimum time needed to
charge the output capacitance ( plus the delay of
in the second stage in Fig. 1 plus the minimum delay of the
combinational circuit between the logic cells). As an example,
consider the circuit in Fig. 3. In this figure, two logic cells are
depicted by and . The two parameters
and refer to the routing delays of and for .
Hence, if is the overlap-period of the reference clocks, then
the overlap period of is

(1)
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Fig. 3. Two-stage sequential circuit with overlap-based logic cells.

As explained earlier, the acceptable overlap range can be in-
creased by the combinational delay between the logic cells. In
this way, we did not add any combinational circuits between the
two cells in Fig. 3 to address the minimum range of acceptable
overlap periods. The acceptable range of is governed by
the following equations:

(2)

(3)

Equation (2)/(3) shows the minimum/maximum acceptable
overlap period for each logic cell. In (2), is the
maximum discharging delay of the parasitic capacitance in
the th logic cell. In the clock distribution network, if
exceeds so that the overlap period of , i.e.,

, is not long enough to discharge its internal capacitance
, then we should generate a separate from the received
in to provide it an appropriate overlap period. Note

that under such a condition, becomes independent of
the routing delays and does not satisfy (1). In other words, for
overlap-based logic cells, global routing of is not an option
in chip-level designs and local signals are generated from
the global for specific parts of the chip.

In addition to the minimum acceptable overlap period, (3) in-
dicates that should not be too long to cause a flowthrough
operation. This limitation is not just related to the proposed logic
cell and is troublesome for almost every DFF and even for the
single clocked circuits due to the existence of clock skew and
clock jitter. For all sequential circuits, an equation like (3) is de-
fined to determine the maximum hold time, which is equal to the

overlap period in the proposed logic cells. In (3),
is equal to the minimum discharging delay of plus the delay
of in charging the output of the second stage of the th cell

(4)

In the circuit of Fig. 3, maximum/minimum value of
happens when one/both of the nMOS transistors: and
is/are turned on. The other parameter in (3) is the
combinational delay between the th logic cell and its next stage

th cell. In the case of the circuit in Fig. 3, is equal to
zero. is the discharging delay of in the th
logic cell. Note that the delay of in the PDN of the

th cell must include a backward path to the th cell. This
is due to the fact that (3) is based on the possibility of a flow
through operation between two cells, and as a result, there must
be a valid path between the two cells to cause this issue during
the overlap period.

The other parameter in (3) is , which refers to the
clock skew between two logic cells and is equal to

. Note that when data and clock have similar directions
in the datapath, is positive, and as a result, the condition
in (3) becomes more critical. Otherwise, it is negative, leading
to a larger acceptable overlap range. Also, in (3) refers
to the clock jitter value, which indicates the maximum varia-
tion of clock period. Based on (1), the value of may
exceed so that becomes too big and leads to
a flow-through operation. Under such a condition, we can gen-
erate a separate for or increase the combina-
tional delay, i.e., , between the two cells (e.g., by adding
inverters) to increase the maximum acceptable overlap period
and guarantee a proper operation.

In order to satisfy the acceptable in (2) and (3), we
should set a proper falling delay for the signal. This issue
can be achieved by proper sizing of the nMOS transistor of the
inverter making from ( in Fig. 3).

Increasing the channel widths of the nMOS transistors in the
first stage’s PDN in an overlap-based cell reduces , and as a
result, the minimum/maximum acceptable in (2)/(3) is de-
creased. In other words, stronger nMOS transistors in the PDN
can reduce the minimum acceptable overlap time. Fig. 4 ex-
plores this issue for the circuit in Fig. 3 in 0.18 m technology
with the supply voltage of 1.8 V. In this figure, the minimum
value of acceptable overlap time versus the size of nMOS tran-
sistors in the PDN of is illustrated. In these simulations,
the minimum is equal to the maximum discharging delay of

in Fig. 3, which happens when is high,
is low, and is high. Since the value of the overlap is
critical for proper operation of the logic cells, the simulation of
Fig. 4 is done for all the process/temperature corners, but only
the results of three process corners are depicted. Simulations
show that the slow nMOS, slow pMOS (SS) process corner con-
stitutes the worst case of minimum acceptable overlap time in
(2). Therefore, if the requirement in (2) is fulfilled in the SS
corner for all the logic cells, it is valid for other process/temper-
ature corners too. Also, it can be seen in Fig. 4 that if we use
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Fig. 4. � versus the size of an nMOS transistor in the PDN of ������ at
three different process corners.

stronger transistors in the PDN, the variation of within dif-
ferent process/temperature corners is reduced.

Another evaluation has been made to check the acceptable
overlap range in all the process/temperature corners for the cir-
cuit in Fig. 3. We did not add any external load capacitances to
the two cells to cover the minimum value (worst case) of in
(3). No clock skew has been considered between the cells. Note
that if any skew exists between the cells, we can increase
so that it becomes dominant over . Under such a condi-
tion, the following simulated acceptable overlap range becomes
valid again.

Fixed sizing for typical nMOS and typical pMOS (TT) tran-
sistors have been taken into consideration to achieve the overlap
time of ps at C. Then, several process/tem-
perature corners have been simulated to track the variations of

and the acceptable overlap periods in (2) and (3). The
simulation results are summarized in Table I. In this table, the
variation of maximum and minimum acceptable overlap time
and also the variation of the initially set overlap time

ps within process/temperature variations are shown. In
order to obtain the maximum acceptable in (3), we need to
calculate the values of and . The value
of takes place when all the nMOS transistors in
the PDN of the th cell are turned on. Moreover,
happens when is turned on and is turned off. Table I
shows that the fast nMOS and fast pMOS (FF) corner combined
with the highest temperature constitutes the minimum accept-
able overlap range and the minimum value of maximum accept-
able overlap time. Therefore, if the requirement in (3) is fulfilled
in the FF corner with the highest temperature for all the logic
cells, it is valid for other process/temperature corners too. How-
ever, as the output load capacitance is typically high and also
a combinational circuit exists between cells, the requirement in
(3) is rarely a major issue and we have a much wider range of
acceptable compared to the results in Table I.

The fact that the minimum allowable is almost inde-
pendent of the load capacitance provides an advantage for the
proposed logic cell compared to other HLFFs where the min-
imum is a function of the load capacitance. Hence, in the
proposed cell, the overlap between and can be real-
ized by only one inverter. This is not the case for HLFFs where
depending on the load capacitance, the number of required in-

TABLE I
VARIATION OF� WITHIN PROCESS/TEMPERATURE VARIATIONS

verters increases. Another drawback of HLFFs is that their range
of acceptable overlap period is much smaller than the proposed
cells. This fact makes the HLFFs unreliable within process/tem-
perature variations.

In order to avoid the flowthrough operation, the sizing of tran-
sistors and in Fig. 3 should be done so that

(5)

where “ ” is the time needed to discharge the
output capacitance of the th cell. The requirement given
in (5) is not a major issue for the logic cell since is typi-
cally much larger than the internal capacitance . Moreover,
the low-to-high propagation delay of a logic cell includes two
stages ( and ), while the falling delay includes only one
stage ( and ). In this way, in order to have similar rising
and falling propagation delays, we should have

(6)

The condition in (6) can be satisfied if and are weaker
than the PDN transistors in the first stage. Using this typical
sizing approach satisfies the condition in (5) as well.

The proposed cell has some other features presented next.
1) Slack-Passing: In conventional master–slave FFs, data

must be flown through the FF in two stages, which consti-
tutes two separate delays of set-up time and output delay.
As a slack phase occurs between the two evaluation phases
of master and slave, the maximum achievable frequency is
much lower compared to an overlap-based logic cell that
includes only one evaluation phase. The HLFFs also have
this advantage.

2) Restoring Low-Swing Input Signals: In an overlap-based
logic cell, the input signals are connected to the gate ter-
minals of a PDN and no PUN is used. Therefore, the low-
swing input signals can be restored without making stati-
cally turned-on pMOS transistors. This issue is not achiev-
able in traditional master–slave FFs and HLFFs.

3) Low Leakage Current: Due to the full-swing nodes, and
low complexity in realizing logic functions, the static
power is efficient. In Section III, the simulation results
address the leakage efficiency of the proposed logic cell.

4) Compatibility With Clock-Gating and Clock-Tree Struc-
tures: Clock gating reduces the number of clock-driven
components in a design to improve the switching activity
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Fig. 5. Revision of overlap-based logic cells. (a) Logic cell with control signals.
(b) Function specific PTL cell.

on the clock signal. The clock-tree architectures also dis-
tribute separate clock signals to reduce the clock skew. In
this way, these two methods are suitable for applying the
overlap-based techniques as they reduce in (2) and (3)
and make these conditions easier to satisfy. Therefore, the
overlap-based logic cells are applicable to chip-level de-
signs with clock-gating and clock-tree structures like the
conventional FFs.

5) There is no need for additional inverters at the output of
the cell since its second stage is evaluating only during the
high period of (no flowthrough operation). This is not
achievable in the HLFF flip–flops.

D. Revised Overlap-Based Logic Cells

The proposed logic cell in Fig. 1 can be revised into sim-
ilar architectures to obtain specific functionalities. These revised
structures are discussed in this section.

1) Logic Cells With Control Signals: Fig. 5(a) shows a
positive edge-triggered logic cell with several control signals.
The active-high synchronous reset and preset

signals have been added to the input PDN.
In this figure, is more prior than ,
which means that if both of these signals are activated, the cell
will be reset. However, this priority can easily be changed by
modifying the PDN. There is also a pseudoasynchronous reset
signal , which can be active only during the
low period of clock. Based on the application, some of these
control signals may be used for the cell. Note that the simple
procedure of adding these control signals does not create a
static short-circuit path.

2) PTL Logic Cells: Fig. 5(b) illustrates a revised PTL logic
cell, which implements: . As
the input signals are not connected to a gate terminal, there
must be a nonzero combinational delay between an signal
and its previous sequential stage to hold the logic level of the
input data in the evaluation mode and avoid the flowthrough
operation (typically an inverter is sufficient for the intermediate
combinational delay).

3) Split-Merge Cells: Some logic cells may need to share a
PDN. Fig. 6(a) illustrates an implementation of two cells sharing
a PDN. Due to the quadratic increment of propagation delay
with respect to the number of stacked transistors in a PDN, we
can split a deep-stacked PDN in a logic cell into smaller PDNs
to improve performance. Then, the split PDNs will be merged

Fig. 6. Revision of overlap-based logic cells. (a) Sharing a PDN between two
logic cells. (b) The equivalent split–merge process.

Fig. 7. Pseudostatic overlap-based logic cell with its typical transistor sizing.

by adding transistors to the second stage of the cell. A sample
splitting process is shown in Fig. 6(b). In this figure, the two
logic cells in Fig. 6(a) have been split into smaller PDNs. The
second stage of each cell merges its input PDNs with a two-input
NOR gate. This technique is not only suitable for reducing the
number of stacked transistors, but also improves the acceptable
overlap range in (2) and (3) as it makes the first stage of the logic
cell faster, while the second stage becomes slower.

4) Pseudostatic Logic Cells: The proposed dynamic logic
cells can be revised into an efficient pseudostatic architecture
to increase noise immunity and also be applicable for low-fre-
quency clock-gated FFs. The revised pseudostatic architecture
of the logic cell in Fig. 1 is shown in Fig. 7. In this figure, six
weak transistors are added to the circuit to hold the logic value
at the output and internal nodes that may otherwise float during
some period of time. It is worth noting that these transistors are
typically small.

III. COMPARISON WITH OTHER LOGIC STYLES

In this section, the proposed logic cell is compared with
several state-of-the-art dynamic/static logic styles in a 4-bit
shift register with synchronous reset in different
CMOS technologies. Several implementations of dynamic and
static DFFs are shown in Figs. 8 and 9, respectively. For the
PTL DFFs depicted in Fig. 8(b), and Fig. 9(a) and (c), the
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TABLE II
POSTLAYOUT SIMULATION RESULTS OF A 4-bit SHIFT REGISTER WITH SYNCHRONOUS RESET USING DYNAMIC DFFS

TABLE III
POSTLAYOUT SIMULATION RESULTS OF A 4-bit SHIFT REGISTER WITH SYNCHRONOUS RESET USING STATIC DFFS

synchronous reset function is realized by a PTL structure as
shown in Fig. 10(a). For other conventional DFFs, the reset
logic has been realized by expanding the internal PDN/PUN as
shown in Fig. 10(b).

To compare the proposed architecture with conventional
structures, the circuit in Fig. 5(b) is used for implementing the
dynamic overlap-based DFFs with synchronous reset. In this
figure, we put , , and
to achieve a DFF with synchronous reset. The static revision
technique in Fig. 7 is also applied to this dynamic DFF to
provide the static-overlap-based DFF structure. The circuits
are implemented with several supply voltages and load ca-
pacitances in 1 GHz clock frequency. The clock rise time is
100 ps. The transistor-sizing procedure in [1] is used to obtain
the same rising and falling delays for all the DFFs. All the
process/temperature corners are taken into consideration. The
postlayout simulation results in 0.18 m CMOS technology are
summarized in Tables II and III. In these tables, total delay is
the clock-to-output delay plus the set-up time.

The C MOS DFF in Fig. 8(a) is a power-delay efficient dy-
namic structure. However, it is not as fast as the other dynamic
FFs under higher load capacitances and supply voltages. The
classic dynamic DFF in Fig. 8(b) reduces the number of tran-
sistors. However, it suffers from internal low-swing nodes that
widely impact static power consumption. Moreover, these low-
swing nodes drastically increase the propagation delay in lower
supply voltages and make the circuit really prone to noise. It
can be seen that this FF could not operate at 1 GHz frequency
with the supply voltages lower than 1.5 V. One solution to this
issue is to add restoring pMOS transistors to the circuit to im-
prove performance and static power consumption. The inverting
single-clock DFF in Fig. 8(c) is suitable for implementing bi-
nary ripple counters as explored in [6]. However, in the case
of other types of sequential circuits, it is not as efficient as the
C MOS DFF in terms of PDP.

The HLFF in Fig. 9(b) is an efficient architecture that pro-
vides a slack passing operation to achieve higher performance,
but it needs a wide overlap period to operate properly. There-
fore, at least three inverters are necessary to realize for this
circuit. Moreover this FF is not power-efficient. The classic DFF
in Fig. 9(a) is the pseudostatic version of the FF in Fig. 8(b).
The GDI DFF in Fig. 9(c) is also a PTL structure that pro-
vides differential output signals. These two FFs suffer from the
low-swing node problems like the FF in Fig. 8(b). On the other
hand, the proposed logic cell embeds the reset function into an
overlap-based DFF and performs the superior operation in terms
of power, delay, and area in all the process/temperature corners
and it can also operate in lower supply voltages.

In another experiment, we evaluated the leakage efficiency
of the proposed dynamic overlap-based 4-bit shift register and
the C MOS architecture in below 0.18 m CMOS technologies.
The SPICE schematic model for 90, 65, and 45 nm CMOS tech-
nologies has been used to evaluate the average power consump-
tion of the circuits. The supply voltages were 1, 0.8, and 0.6 V,
respectively. In the simulations, we performed the sizing of tran-
sistors to achieve a clock-to-output delay of 70 ps in 1 GHz clock
frequency and a load capacitance of fF. Moreover,
the set-up time of the C MOS DFF was about 110 ps, while
the overlap-based shift register had a zero set-up-time. The av-
erage power consumption of the circuits is illustrated in Fig. 11.
As can be seen in more scaled-down technologies in which the
leakage power becomes dominant over switching power, the
proposed architecture becomes even more efficient.

We have also evaluated the cross-coupling robustness of the
proposed dynamic shift register compared to conventional dy-
namic C MOS in [1] and the single-clock FF in [6] in 45 nm
CMOS technology. In order to address this issue, we added
some wiring coupling capacitances to the FFs with the same
transistor sizing compared to the previous experiment and then
tracked the impacts of cross-coupling capacitances on perfor-
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Fig. 8. Conventional dynamic positive edge-triggered DFFs. (a) C MOS in [1].
(b) Classic dynamic FF in [1]. (c) Inverting single-clock FF in [6].

Fig. 9. Different implementations of static positive edge-triggered DFFs. (a)
Classic FF in [1]. (b) HLFF in [7]. (c) GDI in [4].

Fig. 10. Adding synchronous reset to the conventional FFs. (a) PTL-based
DFFs. (b) PDN/PUN-based DFFs.

Fig. 11. Leakage efficiency of the proposed overlap-based dynamic 4-bit shift
register in new DSM technologies.

mance and noise immunity of each circuit. The following wiring
coupling capacitances have been added to the parasitic capaci-
tances of the FFs.

1) fF between and the output node of FF.
2) fF between and the output node.
Note that the second capacitance does not exist in the single-

clock FF. Using the previous coupling capacitances impacts the

TABLE IV
IMPACT OF CROSS-COUPLING ISSUES ON PERFORMANCE AND VOLTAGE SWING

OF DYNAMIC DFFS IN 45 nm CMOS TECHNOLOGY WITH � � ��� V

performance and voltage swing of the circuits leading to the re-
duction of noise immunity. Table IV addresses the impacts of
the previous coupling capacitances on performance and noise
immunity of the circuits. In this table, refers to the
minimum/maximum static high/low voltage. The supply voltage
is 600 mV. It can be seen that the overlap-based FF is more
robust under cross-coupling issues as it provides a higher per-
formance and a much better voltage swing. Note that in order
to solve the problem of low-swing signals, we can use stronger
transistors to provide more robust circuits. However, increasing
the channel widths of the transistors not only impacts the power
and area of the circuit, but also it may fail to keep full-swing
nodes when the coupling capacitances increase. More informa-
tion about the delay sensitivity analysis of FFs under cross-cou-
pling issues can be found in [12] and [14].

IV. A NEW MEMORY CELL FOR A SCALABLE SORT

COPROCESSOR BASED ON THE PROPOSED LOGIC CELLS

The superiority of the proposed logic cells can also be
magnified in more complex architectures in which embedding
logic functions become more efficient. We have evaluated
the efficiency of the proposed architecture in implementing
an odd–even stable sort coprocessor that is widely used
in communication system researches, electronic triggering
applications, and high-energy physics experiments [15]. Sev-
eral register-transfer-level (RTL) stable sorters are proposed
[15]–[19]. We have evaluated these sorters and it is seen that
combining the two sorter architectures in [17] and [18] results
in the most efficient implementation in terms of area, power,
and performance. In the rest of this section, we first present
the operation of this sorter, and then, its transistor-level imple-
mentation is evaluated using several logic styles including the
proposed logic cells.

The selected sorter is able to perform an overlapping opera-
tion of insert, sort, and extract of elements in clock cycles
on average. The architecture of this sorter when designed for
sorting up to key values with the bit length of and data
records with the bit length of consists of -bit compara-
tors and memory cells with the structure in Fig. 12.
These memory cells perform the storing process (the operation
of FFs) as well as swapping and shifting elements (multiplexing
logic). Note that the signal and are the output
results of the th comparator . The other
signal determines whether we are in the insertion or ex-
traction phase. More information about these types of sorters
can be found in [17]. The memory cell in Fig. 12 consists of
three 2 1 multiplexers that form a combinational block and
an edge-triggered DFF with synchronous preset as a sequential
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Fig. 12. Bit-level structure of a memory cell in the selected sorter.

Fig. 13. Proposed overlap-based memory cell for the stable sorter.

block. The multiplexers used in a memory cell need complemen-
tary input signals and must be implemented with a static CMOS
architecture. The TG logic is an efficient implementation for re-
alizing the multiplexers in memory cells.

It is possible to integrate the combinational and sequential
block of this memory cell into an efficient overlap-based logic
cell with the same functionality. Fig. 13 illustrates the proposed
memory cell. The channel widths of the transistors are addressed
in this figure while all the channel lengths are 180 nm. This
memory cell embeds the combinational block into a LUT with
nMOS transistors. This LUT consists of five discharging paths
for the capacitance . The control signals and are
used to separate the discharging paths.

The proposed memory cell is compared with several state-of-
the-art architectures. For the alternative memory cells, the TG
logic is used to implement the combinational block of memory
cells and the sequential block is implemented with several DFF
architectures with synchronous preset to make the comparisons.
Based on the schematic of the memory bank, a similar load ca-
pacitance of fF is added to the parasitic capacitances of
memory cells. The operating supply voltage is 1.8 V in 0.18 m

TABLE V
POSTLAYOUT SIMULATION RESULTS OF DIFFERENT MEMORY CELL

ARCHITECTURES IN A STABLE SORT COPROCESSOR

CMOS technology. A clock frequency of 250 MHz with 150 ps
rise/fall time is used. All the process/temperature corners are
taken into consideration. The postlayout simulation results are
summarized in Table V. The parameter “ ” refers to the
input load capacitance on produced by one memory
cell in the th sorting unit. Therefore, the load capacitance on the
comparator block of each sorting unit is , because

is connected to memory cells. It can be seen
that the proposed memory cell provides a much lower load ca-
pacitance as it does not need to route through pMOS
transistors. This approach makes the comparator block more ef-
ficient in terms of power and performance.

The TG delay column is the combinational delay of the TG
multiplexers in the conventional memory cells in Fig. 12. The
critical path delay of this block starts from , which is pro-
duced by the comparator block and ends with the input signal
of the FF. The TGdelay is zero in the proposed memory cell.
The total delay column in Table V is equal to the setup-time
of the FF plus its propagation delay plus the TG delay in the
case of conventional memory cells. On the other hand, in the
proposed memory cell, total delay is equal to the propagation
delay of the logic cell in Fig. 13. It can be seen that about 41%
of area and 82% of PDP are saved by using the proposed ar-
chitecture. Note that a significant amount of switching power
is consumed within signal glitches of the vector multiplexers.
However, in the case of the proposed memory cell, the opera-
tion of the embedded multiplexers is limited to the 1–1 overlap
period of clock, and as a result, the signal glitches in other clock
sequences will not lead to transient charge/discharge of the in-
ternal capacitances. This issue is not achievable in the conven-
tional static multiplexer structures that widely suffer from signal
glitches and switching power. Note that the simulation results
of the proposed memory cell in Table V will be improved in
more scaled-down technologies. The results in Table V can be
used to estimate the efficiency of a sorting unit using different
memory cell architectures. As an example, in a 256 32 sort
processor ( , ) with 16-bit key values, the
conventional memory cells provide a load capacitance of about

fF on for each comparator, while this
value is about fF in the case of the proposed memory
cell. Therefore, the performance and power consumption of the
comparator block will be much improved if we use the proposed
memory cells. However, regarding area consumption, if we use
the dynamic 16-bit CMOS comparators in [20], the proposed
memory cell will approximately save 34% of total area in each
sorting unit.
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The proposed logic cells are not only suitable for pipeline
datapath structures, but also they can be used to implement state
machines in the control units of processors. The more the com-
plexity of logic functions in the state machine is, the more effi-
ciently it can be implemented by the proposed cells.

V. CONCLUSION AND FUTURE WORK

An efficient architecture for implementing DFFs with em-
bedded logic is proposed. This structure benefits from the
overlap period of clocks. The design issues of setting an appro-
priate overlap period for the proposed logic cells are discussed
in this paper. Several advantages of this approach have been
explored and it has been shown that this architecture becomes
more efficient when the complexity of its embedded logic
function increases. Moreover, the static power dominancy over
switching power in new DSM technologies constitutes a more
efficient operation for the proposed circuit in state-of-the-art
CMOS technologies. The efficiency of the overlap-based logic
cells has been evaluated in a 4-bit shift-register as well as an
odd–even sort coprocessor. The proposed logic cells provide
an efficient memory cell structure for the sorter. The pro-
posed memory cell could improve up to 34% and 82% of the
area consumption and power-delay-product of each scalable
sorting unit in 0.18 m CMOS technology. This improvement
will be magnified in more scaled-down technologies. The
overlap-based logic cell approach can efficiently be applied to
the design of control units (state machines) as well as datapath
structures in several deep pipeline applications. Moreover, we
may be able to benefit from an overlap-based logic cell with a
programmable embedded LUT in FPGA designs.
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