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Abstract: This paper presents a novel method for efficient key frame extraction from video shot 
representation and employs a Support-Vector-Machine-based Relevance Feedback (SVM-RF) to 
bridging semantic gap between low-level feature and high-level concepts of shots. We introduce 
a new approach for key frame extraction using a hierarchical approach based on clustering.  
Using this key frame representation, the most representative key frame is then selected for each 
shot. Furthermore, our system incorporates user to judge about the result of retrieval and  
labelled retrieved shot in two groups, relevant and irrelevant. Then, by mean feature of  
relevant and irrelevant shots train an SVM classifier. In the next step, video database is classified 
in two groups, relevant and irrelevant shots. Suitable Graphic User Interface (GUI) is shown  
for capturing RF of user. This process continued until user satisfied with results. The proposed 
system is checked over collected shots from Trecvid2001 database and home videos include  
800 shots of different concepts (10 semantic groups). Experimental results demonstrate the 
effectiveness of the proposed method.
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1 Introduction 

Video retrieval is one of the important design issues in the 
development of multimedia information systems, such as 

digital video library. In recent years, many researchers have 
dedicated to the study of Content-Based Video Retrieval 
(CBVR) (Tsutsumi and Nakajima, 2001; Lei and Wu, 2004; 
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Zampoglou et al., 2007; Fan et al., 2007). Content-based 
video indexing relies on the processing of a set of features 
extracted from a video sequence. First, the video sequence 
is segmented into groups of related frames called ‘shots’ by 
means of shot detection (Huang and Liao, 2001; Lee et al., 
2000). Shot boundary determination has been widely 
studied for the last decade. Some of the early work  
can be found in Zhang et al. (1993), Shahraray (1995) and  
Wang et al. (2000). Further information about shot 
boundary determination can be found in Liu et al. (2007). 
The second step to feature extraction is the selection of one 
or more representative frames from a video shot (known as 
key frames). The visual contents of these key frames are 
used to represent the video shots, for indexing and retrieval.  
Key frame(s) must be able to represent video shot 
effectively, because this ability influences precision of 
retrieval, directly. However, the existed techniques of 
CBVR still suffer from the semantic gap between low-level 
visual features and high-level semantic visual concepts.  
To improve retrieval accuracy of CBVR systems and 
bridging semantic gap, it is necessary that user provide 
some guidance to the machine. Various techniques exist for  
such a purpose. A well-known technique is Relevance 
Feedback (RF), which is widely used in Content-Based 
Image Retrieval (CBIR). The RF is a powerful tool 
traditionally used in text-based information retrieval 
systems. The user is incorporated into the retrieval systems 
to provide his evaluation on the retrieval results. On the 
basis of these opinions, the learning mechanism tries to 
refine the retrieval result in the next iteration. The process 
iterates until a satisfactory result is obtained for the user.  
In this paper, two important innovations are proposed in the 
following fields: 

• key frame extraction for video content representation 

• RF for interactive retrieval. 

Because of applied innovations, different approaches in key 
frame extraction and ways of applying RF are studied in the 
two next subsections in the literature. 

1.1 Related works on key frame extraction 

For effective video browsing and retrieval, the selected key 
frames should be able to represent the content of the entire 
video sequence (Sato et al., 1998). There has recently been 
many works related to the problem of key frame selection 
and several surveys on the automatic indexing of video  
data are presented in Sato et al. (1998). After the video is 
segmented into shots, an easy way is to use the first frame 
of each shot as the key frame (Nagasaki and Tanaka, 1992). 
Although simple, the number of key frames for each shot is 
limited to one, regardless of the shot’s visual complexity. 
Furthermore, the first frame normally is not stable and does 
not capture the major visual content. In other proposed 
approach (Zhang et al., 1997), the current frame of the shot 
will be compared against the last key frame. If significant 
content change occurs, the current frame will be selected as 
a new key frame, note that first frame will be selected as the 

first key frame. A motion-based approach to key frame 
extraction is proposed by Wolf (1996). The optical flow for 
each frame is obtained, first (Horn and Schunck, 1981), then 
a simple motion metric based on the optical flow is 
computed, and finally Wolf analyses the metric as a 
function of time to select key frames at the local minima  
of motion. Another approach to key frame extraction is a  
shot-activity-based approach, which is proposed in Gresle 
and Huang (1997). They first compute an activity indicator. 
On the basis of the activity curve, the local minima are 
selected as the key frames. 

The first two approaches for key frame extraction are 
relatively fast. However, they do not effectively capture the 
visual content of the video shot, since the first frame is not 
necessarily a key frame. The last two approaches are more 
sophisticated owing to their analysis of motion and activity. 
However, they are computationally expensive and their 
underlying assumption of local minima is not necessarily 
correct. Also, colour- and motion-based criteria have been 
employed for key frame selection (Ferman et al., 2002;  
Lee and Kim, 2002). Although these methods are simple 
and computationally efficient, they may not provide the 
most powerful video shot representation. 

Representative frame selection in Sze et al. (2005) is 
based on the probability of occurrence of the pixels at the 
same position in the frames within a shot. In other words,  
a shot is represented by a constructed frame, whose value at 
each pixel position corresponds to that of the pixel with the 
largest probability of occurrence. This is a time-consuming 
progress and unsuitable for online application. 

In Zhuang et al. (1998), a technique based on  
clustering for key frame extraction was proposed. If a  
frame is important, the camera will focus more on this 
frame. This is the basic assumption in this approach.  
This method has local view to shot for clustering,  
and it extracts non-representative frames, for some shots.  
In this paper, we modify this problem and proposed a 
clustering-based approach, which is both efficient and 
effective. It provided more details about these modifications 
in Subsection 3.1. 

1.2 Related works on Relevance Feedback 

Many RF methods have been developed in recent years. 
They either adjust the weights of various features to adapt  
to the user’s perception (Rui et al., 1997). Another approach 
estimates the density of the positive feedback samples 
(Chen et al., 2001). Moreover, discriminate learning  
has also been used as a feature selection method for RF  
(Lee and Kim, 2002). These methods work well with certain 
limitations. The method in Rui et al. (1997) is heuristic.  
The density estimation method in Chen et al. (2001) loses 
information contained in negative samples. The discriminate 
learning in Zhou and Huang (2001) often suffers from the 
matrix singular problem. 

Regarding the positive samples and the negative 
samples as two different groups and aiming at finding  
a classifier to identify these two groups from each other,  
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RF in information retrieval systems becomes an online 
learning problem. In other words, it is a real-time 
classification problem (Dacheng and Xiaoou, 2006). 
Recently, classification-based RF has become a popular 
topic in CBIR. Among classifiers, the SVMs (Hong et al., 
2000; Zhang et al., 2001; Tao and Tang, 2004; Tong and 
Chang, 2001) based RF has shown promising results  
owing to its good generalisation ability. SVM has a  
very good performance for pattern classification problems 
by minimising the Vapnik-Chervonenkis dimensions  
and achieving a minimal structural risk (Vapnik, 1995).  
Munesawang and Guan (2005) incorporated a self-learning 
neural network to implement an automatic RF method. 
Since neural network models perform effectively when 
matching given patterns against a large number of possible 
templates, he can adopt this organisation for similarity 
matching in video retrieval. 

Nonetheless, we have not seen noticeable works  
on SVM RF in CBVR systems. The difficultly is that  
RF requires video representation to capture sequential 
information to allow analysis. In this paper, we use SVM 
RF in our CBVR system and employ an effective  
method for video representation to have suitable train data 
for SVM and high precision in retrieval. Main notes are 
summarisation of shot based on content, into few suitable 
frames. Matching of shots with unequal key frames is a 
problem. Also applying of SVM in RF for semantic video 
retrieval has not presented yet. 

The structure of the paper is organised as follows. 
Section 2 includes studying of SVM. Section 3 describes the 
proposed system in detail and experimental results are 
illustrated in Section 4. Section 5 draws conclusion. 

2 Background of Support Vector Machine 

SVM is a supervised learning method used for classification 
and regression. Viewing input data as two sets of vectors in 
an n-dimensional space, an SVM will construct a separating 
hyperplane in that space, one that maximises the margin 
between the two data sets. To calculate the margin,  
two parallel hyperplanes are constructed, one on each side 
of the separating hyperplane, which are ‘pushed up against’ 
the two data sets. Intuitively, a good separation is achieved  
by the hyperplane that has the largest distance to the 
neighbouring data points of both classes, since in general 
the larger the margin the lower the generalisation error  
of the classifier (Vapnik, 1995). We omit the detailed  
theory and illustrate the algorithm of SVM here. Further 
information can be found in Vapnik (1995), Gunn (1998) 
and Wang (2005). 

Consider a linearly separable problem: 

1{( , )} and { 1, 1}N
i i i ix y y= = + −   (1) 

where xi is an n-dimension vector and yi is the label of the 
class that the vector belongs to. SVM separates the two 
classes of points by a hyper-plane, 

0Tw x b+ =  (2)

where x is an input, w is the weight vector, and b is the  
bias. SVM finds parameters w and b for the optimal 
hyperplane to maximise the geometric margin 2 / || ||w ,
subject to: 
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The solution can be found through a Wolfe dual problem 
with the Lagrangian multiplied by αi:
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In the dual format, the data points only appear in the  
inner product. To get a potentially better representation of 
the data, the data points are mapped into the Hilbert Inner 
Product space through a replacement: 

( ) ( ) ( , )i j i j i jx x x x K x xφ φ⋅ → ⋅ =  (5) 

where K(⋅) is a kernel function. With a suitable kernel,  
SVM can separate in the feature space the data that  
in the original input space was not separable. There are 
many kernel functions that can be used, for example: 

Gaussian Radial Basis Function (RBF) kernel: 
2

22( , ) e .
i jx x
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The polynomial kernel: 
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We then get the kernel version of the Wolfe dual problem: 
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Thus, for a given kernel function, the SVM classifier is: 
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decision function of the SVM. In general, when |f(x)| for a 
given pattern is high, the corresponding prediction  
confidence will be high. Meanwhile, a low |f(x)| of a  
given pattern means that the pattern is close to the  
decision boundary and its corresponding prediction 
confidence will be low. Consequently, the output  
of SVM has been used to measure the dissimilarity  
between a given pattern and the query shot, in SVM-based 
CBVR RF. 
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3 The proposed system 

The block diagram of proposed system for semantic  
video retrieval is shown in Figure 1, which consists of three 
modules namely video representation, initial retrieval and 
RF module. The following subsections explain the proposed 
system in detail. 

Figure 1 The block diagram of the proposed system  
(see online version for colours) 

3.1 Video content representation 

A video sequence is made of several shots, and each  
shot corresponds to continuous records of a single camera 
operation, thereupon a shot detection algorithm is applied 
first. Effective shot boundary extraction existed in literature. 
In this paper, a new approach for key frame extraction is 
introduced. Since key-frame extraction directly influences 
accuracy of retrieval, a hierarchical approach based on 
clustering is proposed. 

First, the colour histogram of whole frames of shot is 
extracted (i.e., 12 bins Hue colour histogram in the HSV 
colour space is used). As mentioned in Zhuang et al. (1998), 
important frames are which ones camera focuses more  
over them. Therefore, the correlation of Hue is calculated 
between consecutive frames as follows: 
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Hk and Hk–1 are colour histogram of frame k and k–1,
respectively, and i denotes histogram bins. The value of 
corr(Hk, Hk–1) is a number between 0 and 1, whatever about 
to 0 that means frames k and k – 1 are different. 

After that, one or more representative frames from a 
video shot, known as key frames, are selected. The proposed 
method to select key frames includes three steps: 

a Initially, fuzzy 2-means clustering is applied  
to eliminate the transient frames from other ones. 

b In the second step, linkage clustering is applied  
to select frames across the more frequent frames.  
In this step, the key clusters are formed. 

c For each key cluster, the frame that is closest to the 
centroid of cluster is selected as key frame. 

Camera motion in each shot gives many frames as edge 
frames, which have small correlation with its previous and 
they do not represent the salient content of the shot. Since in 
the second step of key frame extraction, the proposed 
approach finds frequent frames, we are encountered with 
edge frames as key frames wrongly. So, all frames are 
clustered to two groups’ edge frames (uncorrelated frames) 
and others (correlated frames) by fuzzy 2-means algorithm. 
Fuzzy 2-means divide frames to correlated and uncorrelated 
frames. Correlated frames are related frames that camera 
more focus on them and centroid of this cluster about to 1. 
After the clusters are formed, an unsupervised clustering  
is applied on Hue histogram of correlated frames. In this 
step, the linkage clustering with single-link method  
(Jain and Dubes, 1988) is applied to cluster the correlated 
frames. The following subsection explains the unsupervised 
clustering in detail. 

3.1.1 Hierarchical clustering 

In cluster analysis, single linkage or nearest neighbour  
is a method of calculating distances between clusters  
in hierarchical clustering. In hierarchical method, several 
mechanisms can be used to obtain the distance of two 
clusters. One of them is single-link method. In this method, 
the distance between two clusters is defined as the minimum 
distance of their samples. 

Mathematically, the linkage function, the distance 
D(x, y) between clusters X and Y, is described by the 
following expression: 
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( , ) min( ( , ))D x y d x y=  (11) 

where d(x, y) is the distance between elements x ∈ X and 
y ∈ Y. X and Y are two sets of elements (clusters). 

Algorithm 

The following algorithm is an agglomerative scheme that 
erases rows and columns in a proximity matrix as old 
clusters are merged into new ones. The N × N proximity 
matrix D contains all distances d(i, j). The cluster is 
assigned sequence numbers 0, 1, …, n –1 and L(k) is the 
level of the kth cluster. A cluster with sequence number m is 
denoted as (m) and the proximity between clusters (r) and 
(s) is denoted as d[(r), (s)]. 

The algorithm is composed of the following steps: 

a Begin with the disjoint clustering having level 
0)0( =L and sequence number 0.m =

b Find the least dissimilar pair of clusters in the  
current clustering, say pair (r), (s), according to 

[( ), ( )] min [( ), ( )],d r s d i j=  where the minimum  
is overall pairs of clusters in the current clustering. 

c Increment the sequence number: m = m + 1.
Merge clusters (r) and (s) into a single cluster
to form the next clustering m. Set the level of this 
clustering to ( ) [( ), ( )].L m d r s=

d Update the proximity matrix, D, by deleting the rows 
and columns corresponding to clusters (r) and (s) and 
adding a row and column corresponding to the newly 
formed cluster. The proximity between the new cluster, 
denoted (r,s), and old cluster (k) is defined as 

[( ), ( , )] min [( ), ( )], [( ), ( )].d k r s d k r d k s=

e If all objects are in one cluster, stop. Else, go to step b. 

3.1.2 Key frame extraction 

Afterwards, the clusters, which are most important, are 
considered as key clusters, and a key frame(s) is extracted 
from one(s). A cluster is more important, if its size is bigger 
than 2N/M, where N is the number of frames in a shot that 
was remained from fuzzy 2-means clustering and M is the 
number of clusters. For each key cluster, the frame that is 
closest to the centre of cluster is selected as key frame.  
Key frame is the frame that can represent the salient  
content of the shot. The proposed approach for key frame 
extraction extracts representative frames more effectively in 
comparison with Zhuang et al. (1998), because the proposed  
approach benefits both local and global view of shot.  
In the local view, the fuzzy 2-means clustering eliminates 
transient frames, and remaining frames are correlated with 
previous frames. Besides, in the global view, there is a 
linkage clustering of choice frames across the more frequent 
frames, whereas the proposed method in Zhuang et al. 
(1998), it is probable that the transient frames form a key 
cluster and extract a key-frame, which cannot represent 
salient content of shot, obviously. 

The result of proposed method is shown in  
Figures 2–4. Figure 2 shows some of frames of shot.  
Frames 1–55 have not been the focus of camera, so  
they are the underlying shot. The key cluster, which is 
obtained using unsupervised clustering (proposed 
approach), is shown in Figure 3, and Figure 4 shows 
extracted key frame from them. Key frames extracted  
by Zhuang et al. (1998) have been shown in Figure 5.  
As shown, two frames 17 and 45 are extracted, whereas 
camera has no focus on them and they have no roll in shot 
representation. 

Figure 2 Some frames of shot (see online version for colours) 

Figure 3 Frames into key cluster (see online version for colours) 

Figure 4 Key frame extracted by proposed method (see online 
version for colours) 



104 H.S. Yazdi et al.

Figure 5 Key frames extracted by proposed method in  
Zhuang et al. (1998) (see online version for colours) 

3.2 Initial retrieval 
In this subsection, a distance function is introduced  
to measure the distance between query shot and each shot  
in database. Matching of shots with unequal key frames  
is a problem. To solve this problem, a new distance  
function is proposed. A new distance function is similar  
to Hausdorff distance, but instead of maximum operator, 
summation is used. Twelve bins Hue histogram is extracted 
from key frame(s) to represent each shot in the feature 
space. Assume two shot 1 2{ , ,..., }i i i iNS f f f=  and 

{ }1 2
ˆ ˆ ˆ, , ,j j j jMS f f f=  that f is a vector with length of  

12 and indicates a key frame in feature space. The new 
distance function between two shot is defined as follows: 

( )1 21
ˆ ˆ ˆmin || ||, || ||, , || ||

Dist( , ) .
| | 1

N
ik j ik j ik jMk

i j

f f f f f f
S S
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=
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|| || is the Euclidean distance and |N – M| + 1 is the 
normalisation coefficient. If N = M, then normalisation 
coefficient is equal to one otherwise distance normalise 
based on difference between number of key frames of two 
shots. According to the distance function, the distance 
between query shot and each shot in the database is 
calculated, and sorted in ascending order. Then, L top 

results are retrieved as initial retrieval, where L is depth of 
retrieval system. With the new distance function, it is 
possible to measure similarity between two shots, which 
have different numbers of key frames. 

3.3 Relevance Feedback module

As shown in Figure 1, the RF module consists  
of three sections: SVM training, database classification and 
retrieval section. The system first computes the features of 
the query shot and then returns L top shots ones with the 
highest similarity scores to the user. The system solicits the 
user to judge the relevance of the retrieved images. The user 
provides his evaluation by labelling each displayed image as 
relevant and irrelevant. Figure 6 shows a scheme of the 
proposed interactive retrieval system. Features of key 
frames corresponding to each shot extracted and formed 
train matrix for SVM training. Each row in train matrix 
corresponds to a key frame of retrieved shots. For example, 
if user determines six shots as relevant and nine shots as 
irrelevant and each shot consists of two key frames, the first 
12 rows of training matrix corresponding to 12 relevant key 
frames and 18 next rows corresponding to 18 irrelevant  
key frames. After termination of training, the optimal 
hyperplane is obtained. Now, all key frames in the database 
can be classified in two groups, relevant and irrelevant key 
frames. If at least one key frame of shot belongs  
to relevant group, it is considered as relevant shot. In next 
step, the shots in relevant group are sorted, based on the 
distance of hyperplane in descending order and return L top 
shots of order. Distance between shots and hyperplane  
is maximum of distance between key frames that belong  
to each shot and hyperplane, where L is depth of retrieval 
results. If user satisfies, these retrieved shots are final result. 
Otherwise, user applies his judgements and run relevance 
again. The relevant and non-relevant shots will be used  
to train the SVM for finding the optimal hyperplane to 
compute the similarity measure. By each user feedback,  
the number of relevant retrieved shots is increased and 
provide more positive sample for better training of SVM 
and so improve precision in the next retrieval results. 

Figure 6 Graphic User Interface for proposed system (see online version for colours) 
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4 Experimental result 

In this section, the performance of proposed system for 
video indexing and retrieval is demonstrated. The proposed 
system has been tested on general-purpose videos with  
800 shots from Trecvid2001 (http://www.open-video.org)
and home videos. Video shots database includes Fly  
of airplanes, Jungles, Rivers, Mountains, Wild Life, 
Basketball, Roads. They are in AVI format. Depth of 
retrieval is 15. Figure 7 and Table 1 have shown Average 
precision (APR) vs. number of user feedbacks. 

Number of Relevant Retrieved ShotsPrecision .
Total Number of Retrieved Shots

=  (13) 

A total of 100 random queries were selected and judgements 
on the relevance of each shot to each query shot were 
evaluated. Different kernels for SVM-based learning in RF 
module are used. Experimental results show that SVM  
with RBF as kernel has better performance rather than linear 
or polynomial kernel. Because feature space is non-linear,  
so there is no distinction boundary between feature related 
to key frames of relevant and irrelevant shots. The average 
of precision retrieval in initial iteration (without RF), is 33% 
and after four user feedback, the proposed system (SVM 
with RBF) achieves 84% of precision, whereas, after seven 
iterations the retrieval precision of the ARFN proposed 
system (Munesawang and Guan, 2005) only reaches 79%. 
Thus, the proposed approach is able to reach the retrieval 
goal in only a few iterations. This improvement is preferred 
in video retrieval since the user aims to retrieve the desired 
video in as few feedback steps as possible. This precision  
is better rather than results of ARFN proposed system in 
Munesawang and Guan (2005). In Munesawang and Guan 
(2005) for depth of 15 and after 20 user feedback achieve to 
79% of precision. 

For visual example, a query shot of database is selected 
and its key frame is shown in Figure 8. This query related  
to fly of an airplane. Figure 9 shows result of retrieval  
in initial retrieval. Figures 10–13 have shown result of 
retrieval in first, second, third and fourth feedback of user, 
respectively. There are 4 relevant shots in initial retrieval, 
then number of relevant shots increases to 10 shots, by 
applying first user feedback. By more user feedbacks, 
number of relevant shots reached to 12 and 13 in second  
and third user feedbacks, respectively. By fourth feedback, 
there is no change in the number of relevant shots and 
remain in 13 shots. In fact, by user feedback, system learns 
which colours must be dominant in retrieved shots. 

Table 1 Average of retrieval precision for different kernels 

Average precision of retrieval 
RBF kernel Polynomial kernel Linear kernel 

No RF 0.3311 0.3311 0.3311 
First RF 0.7364 0.6654 0.6243 
Second RF 0.7727 0.7027 0.7147 
Third RF 0.8273 0.7781 0.7872 
Fourth RF 0.8409 0.8065 0.8094 

Figure 7 APR of the proposed system: (a) RBF kernel with 
sigma = 2; (b) polynomial kernel with p = 3 and
(c) linear kernel (dot product) 

 (a) 

 (b) 

 (c) 

Figure 8 Key frame of selected query (see online version  
for colours) 
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Figure 9 Initial retrieval (see online version for colours) 

Figure 10 First Relevance Feedback (see online version for colours) 

Figure 11 Second Relevance Feedback (see online version for colours) 
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Figure 12 Third Relevance Feedback (see online version for colours) 

Figure 13 Fourth Relevance Feedback (see online version for colours) 
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