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ABSTRACT 

In this paper, the radial Schrödinger equation for central Coulomb potential using numerical Runge-Kutta has been 

solved. Energy   eigenvalues for hydrogen and positronium bound systems is derived - 13.6056 eV and – 6.803 eV, 

respectively. Numerical results of ground state modes of wave functions for hydrogen and positronium R(r) and the 

presence probability function 
2

)r(rR  has been presented. These results are in good agreement with analytical 

calculations of the hydrogen atom in modern physics and quantum mechanics. Therefore, numerical methods can be 

very useful and effective in solving physical problems. 
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1.    INTRODUCTION 

One of the most important eigenvalues equations in physics is Schrödinger wave equation, and for atomic mass m in 

the potential V is: 

                        )r(E)r()r(V)r(
m2

2
2 

             (1) 

In which  )r(


 is particle wave function and E is an energy eigenvalues [1, 2]. For one-dimensional potential 

equation above is as follows: 
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This equation has the answer for the few analytical potential functions and for many analytical potential it can not be 

solved. So in quantum mechanics, numerical solution of Schrödinger's wave equation is very important and so far, 

for the special cases has been solved numerically [3, 4]. 
 

 

2.    APPROPRIATE UNITS AND BOUNDARY CONDITIONS 

 Before performing the numerical solution of this equation, we need to note that the use of units and appropriate 

boundary conditions. Planck's constant s.j1063.6 34  in the metric system SI, the number is too small to 

perform computation, therefore we use atomic units in which the length is Angstrom, energy terms of electron volts 

(eV) and  

                                      


 2

e AeVm6199682.7                                         (3) 

In this equation, me is mass inertia of electron and eV1051101.0cm 62

e  , also, the amount 



AeV39998.14
4

e

0

2




 would be useful for the Coulomb potential. But, boundary conditions are continuity the 

Schrödinger wave function and its derivatives at the boundary, also the wave function approaches to zero at infinity: 
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                 (4) 

But the important point is that the boundary conditions to convert the initial conditions for numerical methods and 

this type of problem depend on the symmetry potential. 
 
 

3.    SCHRODINGER EQUATION FOR HYDROGEN ATOM AND POSITRONIUM 

One of the most important problems of quantum mechanics, analysis of two body systems , such as hydrogen atom 

and positronium in which electron is in the Coulomb force constraint proton or positron (Figure 1). Radial 

Schrödinger equation for the central potential V (r) as follows: 
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In which   is reduced mass of two - body system, l is the orbital quantum number, and R (r) is radial wave 

function. However, the Coulomb potential in the hydrogen atom is
r4

e
)r(V
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 , thus 
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Where, 

ep
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  is for hydrogen atom, and 

2

m

mm
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ee

ee 


 is for positronium atom too. 

 
Figure 1: a) hydrogen atom,   b) positronium atom 

 

4.    RUNGE-KUTTA METHODS 

For the first time, the methods were presented by Runge and Kutta two German mathematicians. These methods 

were very accurate and efficient, and instead direct calculations of higher derivatives only function used for different 

values. In Runge - Kutta second order method, instead of the Taylor series expansion up to second derivative for 

numerical solution: 
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The following formula was introduced: 
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                   (8)   

We note, in this method L local error is defined as follows: 

      1n1n y)x(yL                                                                                                                                    (9) 

Thus a, b, α and β are selected so that the error is small as possible. And we have: 

                 ...)x(y
!h
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And with helping relationship (8), the results are: 

(a) 

+ e
- e

- 
e

+ 

CM 

(b) 



IJRRAS 5 (3) ● December 2010 Binesh & al. ● Application of Runge-Kutta Numerical Methods 

  

291 

 

        ))y,x(hfh),hx((bhf)y,x(ahfyy nnnnnnn1n                     (11) 

But we know: 
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Now, we consider the Taylor expand for the function with two variables: 
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And finally put in the equation (11) we have: 
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       or  

If we write equation (10) also based on the partial derivatives, the result is the following relationships: 
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And the error position is: 

                  
11)(   nn yxyL                                                                                      (15) 

We try to choose a, b, α and β so that the left side of this relationship is small as possible. In case of equality, 

including the first four we have: 
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From two recent relationships, three equations with four unknowns are obtained, so should the one unknown 

arbitrary to select: 
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In each of these selections, the local order is of order )( 3ho and is known as Runge – Kutta method of second order. 
The two scientists had extended their previous methods and now are famous as Runge - Kutta method of fourth order 

and mostly are used in numerical calculations: 
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We obtain Taylor series expansion of )( hxy n   up to the fourth derivative order and Taylor expansion for functions 

with two variables 2k , 3k and 4k and put the result in 1ny .With comparison of the two expansions, we reach to 9 

equations with 13 unknown and local error is order of ο  (h
5
). Of course, we must first choose 4 unknowns as the 

desired unknown and nine other unknown are calculated. A set of optional unknowns include: 


2

1
  ،0  0، و 

In this case, the answer is the following result: 

 

       



























)hy,hx(hfk

)k
2

1
y,h

2

1
x(hfk

)k
2

1
y,h

2

1
x(hfk

)y,x(hfk

)kk2k2k(
6

1
yy

3nn4

2nn3

1nn2

nn1

4321n1n

                (19) 

At the end of this paper, a computer program for Runge - Kutta method of fourth order that has been used in 

numerical computations, is presented. 

 

5.    NUMERICAL RESULTS FROM RUNGE-KUTTA METHOD 

Because, the potential is proportional to the inverse radius, and is infinity at 0r  , therefore, we use the initial 

conditions -6

0.0001r 10|)R(r 
  and 

rdr

dR
  in Runge-Kutta method [5-7]. Near the coordinates origin,  



A0001.0r   and wave function has a small amount of 610 . But because of severe changes in the wave function, 

we consider a great value -1000 for wave function derivative. Thus, with choosing the initial amount of energy with 

try and error test, until wave function will be convergent. The answer obtained for l=0 i.e. ground state of hydrogen 

(S wave) is eV6056.13 and for positronium atom is eV803.6  which is half amount of hydrogen atom. 

These results are in good agreement with analytical calculations for the hydrogen atom results in modern physics 

and quantum mechanics [1, 2]. Ground states of wave functions for hydrogen and positronium and the presence 

probability function are shown in Figure 2. Also, the presence probability function in Coulomb potential wells for 

these atoms is plotted in Figure 3. 
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Figure 2: Results obtained from numerical Runge - Kutta method for the ground state wave functions of hydrogen 

and positronium and the presence probability function
2

)r(rR . 
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Figure 3: The presence probability functions for atoms of hydrogen and positronium in the Coulomb potential well 

 

6.    CONCLUSION 

Numerical Runge - Kutta method to solve differential equations in physics is very efficient and accurate and can be 

very effective and is useful in solving physics problems. Numerical results from this study are in good agreement 

with analytical calculations for the hydrogen atom results in modern physics and quantum mechanics. Also, this 

method can be used in the analysis of quantum systems with different potentials. 
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