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Abstrace: Vollage stability 15 ane ol the major concerns
in competitive clectrieily markel In this paper, wo new
neural neétwark based appraaches are presented in order
to predict the static voltage stability index and 1o rank
the critcal line oulage conlingencies, These algorithms
specdup  the neural  nevwork  training process by
reducing the dimensions of neural nerwark training
vectors, Based on the weak buses wdennfication method,
the first developed algorthm introduces u new feature
extraction technique, The second algorithm is based on
Principal Companent Analysis algorithm which s a
statistical method. A clustering method s applicd 1w
reduce the number ol neural network training veerors.
The proposed algorithms have been tested on the IEREE-
3 hus orest system. Fast performance,
evaluation and good prediction aceuracy Tor voliage
stability dndex and contingeney ranke hove been
ohitained
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1. Introduction

Voltage stability s deflined as the ability of a power
syslem 1o mainiaim steadily acceptable s voltage a1
each node under normal operating conditions, affer load
increase, following svstem configuration chianges or
when the system is being subjected o distorbances like
line oudage, generator outage and ele [1]. Voltage
collapse may be caused by a variety of single or
mulliple contingencies known uy vollage conbingencics
in which the voltage stability of the power system s
threatgned  [2], Cooventional  evaluation  Lechnigues
based on the full or reduced load Row Jucobian madrix
analysis such as, singular value decamposition, cigen
value calculations, sensitvity factor, and modal analysis
are bme gonsuming | 3]=[3]: So they are not suitable for
online applications - larpe seale power  systems,
Recently, artificial neural netwarks (ANNs) have shown
greal promise i power system engineering dug to ther
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ability 1o synthesize complex mappings aceurately and
fust, Ruadial basis  function network (RBFNY with
nonlinear mapping capahility, has become increasingly
popular in recent years due o its simple souctuee and
raining efficiency, RBFN has only one nonlinesr
hidden Layer and one lineas output layer, Tn this paper,
two new RBFN based alporithms are presented for
vollage  stability  index prediction and  contngeney
rankiny.

2. Voltage stahility index

Mummmn singular value of the lead-flow  Jacobian
maitrix 15 proposed as an index for quantifymg the
proximity to the voltage collapse poine Bight Singular
Vector (RSV), corresponding o a minimum singodar
value of the Jacobian matrix, bet utilived for
indieating sensitive voltages that idemily the weakes:
node in the power system [5],
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Y. Proposed algorithms

In this paper twao dillfecent olgorithmes ore proposed for
lenture extraction, Theses algorithms reduce the training
time of the RBF neural network remarkably,

3.1, First alzorithm

In this algorithm, three groups ol parametees ane
conswlered  for feawre  exraction, The first group
includes the active and reactive Toads on the weak PO
buses, Load variations oo these buses have great effeets
on the voltage stability index. The second imponan
parameter group consists of the active and reactive
loads on  lenmnal buses ol critical lines, The third
parameter group 5 the ratio between the sum of the
active and reactive loads on the remamned PO buses w
the sum ol their base values of active and reactive loods.




3.2. Second algorithm

In this algorithm, Principal Component Analysis (PCA)

method s employed m order to reduce the dimension of

the neural networl training vectors. PCA s a well-
kinown statistical techmgue for feature extractom, Each
Mo M ovector in the raiming set 8 row concatenated (o

form MW =1 vectors o0 Given a set of Ny training
veetors | A | - the mean vector of the training

sel 1w obtained as

(h

¢ average vector is subtracted ol from the trammg
vectors 1o ohlain A,
'A. o4 =4

i+

F=1,230., My {2}
An My % MN matrix 4 was constructed with the 4] as
ils o vaetors, The singular value composition of A
ean then be written as:

=T I -

vt a =0l 3
Where Eis an N oV, dingonal malix with singular
values 5, = Oarmanged in descending order, and Voand
L are

NewNeand  MN = MN orhioeonal - matrices,

respectively, Vs composed of the cigenvectars of

AAT, while 7 i composed of the eigenveetars of

AA" . These are related by 1he cquatton 4,

G=dA"¥ (4)
Where f consists of the eigenvectors of 44", which
sormesponds o the non-zero singular valoes. This
relation olloarss @ smaller &y 20 A elgenvalue problem

fur 447 to be solved, and 10 subsequently oblam & by
matrix multiplication.

As PCA has the property of packing the grentest energy
i the least number of prineipal components, he
stialler pringipal components which are Jess than a
threshold can be discarded with minimal  loss in
representational  capability, this dimension reduction
in ol dimensions ."hFl.- <N, An

resulis vectors

appropriate value of ;'-T’,.can be chosen by considering
the Basis Resoiction Ervor (BRE) as o function of N r
inl.

4. Clusterimg method

In this paper, a clustering method is presented in orde
to reduce the number of the neural network input
vectors] 7. This method can be explained as follows;

-

The livst input-outpul pair makes the first cluster with
! as the vender inthe x) - ris the neighborhood madius
il the cluster, Suppose tha {.1:;’;,}*.:‘;.3 ig the k-th input-
output paic and there are M formed clusters unul this

5

stage, x),xl, 5" are the centers of these clusters and

15 the neighborhood radivs of all closiers, Buelidian
distance between xy and the center of the clusters can

be calculated as follows:
e =] o 1=12000

There are lwo probabilities for this vectar

2 . s | ' 1
If oninomum ilr,'; —.'fl',l] = v then a new cluster s
produced. x, is the center af this cluster. otherwise
({minimum |xr"; -.1;f.|} < £, 1:,* is a member of the

clusier number £ and should be discarded Fom the ist
of traming vectors, Smce the center of cluster { s the
representative for all vectors in this cluster, the other
vectors o the cluster are eliminated from the lramning
vectors list,

5. RBF neural network structure

Radial Basis Function (RBF] neural networks have been
found very attractive for many engineering probloms
hecause they have o very compacl topology und their
locally  newroms uning  capability leads to o high
fearning speed [8]. The RBF neural network has a Feed
forward architecture with an input laver, a hidden laver
and an ovtpul layer. The REBFN stucture 15 shown
Fig, 1. Theoanput layer units are fully connected o the
fidden laver units, 1o this strocture, hidden nodes are
gamed RBF units, These unies are fully conneeted o the
ot laver unils,
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Fig. 1. EBF neural network Structure

The activation function of the RBF units is expressed as
follows |8]:

BAX)y=R{-di (XN , i=12 .5 ()
x-¢)
d (xy=1 - (7}
7.

Where V) 15 called the distance Luncton of the -t
RBF wnil, X ={x|,x;,....x,.)' 15 an n-dimensional input
Feanre vector, )38 an n-dimensional vector called the
center of the (-th RBF unit, & is the width of f~th RBF



anit and & 15 the number of the RBE unils: Typieally,
Gawsstan functon (equation 81 18 chosen us the RBE
wnits” activation function.

R 1Y) = expl-d] (X)) (&)

The eurpul unis are linear and therefore the j~th outpu
unil for tnput X s given by the eqoaton 9,

ST VI AP S UATED {4

Where W4 is the connection weight of the /-th RBF
unit fe the j-th oulput node and A s the baas ol the j-th
outpul, The bas is amitted in this nelwork in ovder 1o
reduce the network complexity, Therefore the eguation
9 can be contracted inta the sumpler egquation 14,

YK =D R (L) (10)
i=|

6, Mumerical results

The 3i-bus |EEER test system is selected to vertly the
effectiveness of the proposed algorthms. 11 eonsists ol 6
penerators, 21 PO buses and 40 lines. Load  Tow
converges for 37 line ouatages and crttical lines are
recognized under several loading conditions. In this
paper. 11 numbers of most eriteal lines are considered
for the stdy, Randomly chunging the loads on M)
buses between 50% and T50% of thewr base vilues,
2300 loading veetors are generated, 2000 veciors are
used (o raining and the rermainime vectors are used for
the test o [9] all active and reactive loads on PO buses
are considergd for Fealure extraction, There are 21 PO
buses in IEEE-30 bus system and the menioned method
i [9] makey 42 dimensional hining vectors, In larse
seale power systems there are many PO buses und this
method Yeads 1o long laining vectors and Jong fraining
procedure of the neural network. So this method 35 not
sullable For large scale power systems, In the present
article, two ditferent alporithms are proposed o reduee
the dimension of the veetors and improve the oraining
speed of the neural network,

6, 1. First algorithm

As mentioned in gection 3.1 three wroups of paramelers
are considered for feature extraction. The Rrst group
includes the value of the active and redsctive loads at
weak buses, Weak buses can be identified using Right
Singular Veotor (BSY) of the Jacobian matrix. The
resull of the bus ranking for the 1) weakest buses is
presented in Table | The higher the rank, the weaker
the bus is,

In addition to the weak buses. the buses which are the
termminals of the crtical hnes must be considered.
Finally, the selected buses-are; 26, 29, 30, 24, 21. 15,
12, 10, 4 and 2. The active and reactive loads an these
buses m addition w the third parameter, mentioned in

A1 should be considered [0 feanme extraction. Lsing
this algorithm. the dimensions o the bl veelirs is
reduced Trom 42 o 220 Aflter all, ehistering method s
applicd in order 1o reduce the number ol the aining
vegtors, Uging this elustering method, the number of the

777

veclros 15 reduced feom 2000 w7

Table 1, 10 weakiest buses

rank | huy Eeaty
incex
11 26 (20 s
| 2] 30 [
3 29 (1, 2000
[ 23 EREEE
T | ol |
fr 27 743
? &) 7%
B| 23| 0073
R R
] 0| ulnes

6.2, Second algorithm

I this method, PCA s emploved in order o reduce the
dirmension of the aining vectors, Lising this alzorithm,
it is fond that 20 cigenvalues are much bigger than the
others, Hence, their coresponding cigenvecturs are
selected and afier implementing the steps described
3.2, number of the vectors is reduced Troan 42 10 200 [
prineipal  components (a5 a0 sampled  and  their
corespunding variances are shown in Fig, 2, suim of the
all 42 varianees cocresponding o all 42 components is
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Finally, the clustermye method s applicd 0 order 1o
reduce the mnmber of the vectors. Using this clusterme
miethod, the number of the vectroy is reduced From 2000
ta S,

The performance of the (wo proposed algorithms s
shoown in Tables 2 and 3 and their Specd und aceuracy
ate presented i Table 40 The nwmber of hidden layer
newrons is obtined using a inal and ercor method
Considering these three lables, it s abvious that fasl
performance, accurate ovaluation and good prediction
dccuracy for voltage stability indes have been obiained.
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Table 2. Vaoliape stability index and contingeney  canking
pradictions vsing the proposed algorthins (for o
detimite Teading

Load Flow RBF _?@gj;m ' ;g‘";f?li?
MV fhasel | MSV fbase) | MBV [base) | MSV (base)
| p.te 0.1633 01632 o163t |
Ling.| MBY Line | MEV [ Line] MSV | Ling] M3V
2 |oooso| 2 \oooss| 2 | poves| 2 | ooms
40 | 00974 | 40 | 0.0973| 40 | 0.0084| 40 | 0.0935
& | nogs7 | 41 | aq001| 41 | oso01| 41 | o.t000)
22 | o053 | 32 | 0.10ss| az | otosz| a2 | o070
11 oef3nz| #f | oot3os| 11 | oazes| 11 | oora0e
3 |otaz3] 3 |o132s| 9 09325 3 | 01328
23 | 01387 32 \osagn| a3 | 01306 33 | 00387
30 | ota17| a0 |otara| 30 | 0142t] 30 | 01928
"3t | 01508 | 31 | 0.1510] 37 | 0.7505 | 37 | 0.1505
20 | 07543 21 |'Dasas| 21| 01538 | 29 | 0528
. | o.1555 | 18 | 01560 fiL 0.1565| 18 | 0, fmsj

Table 3. Vellage swhility ndex and contingency rankic
predicions using the popoesed alporithms (e a

definite loadigs)

load Flow | REF - @'Z:;;m _ J}Eﬁﬁu
MEV (basa) | MSV {base) | M5V (kasa) | M3V fhasa)
[ 01890 0.1693 0.1595 0, 1698
line | MSV | Line| MSV |Line| MaV: |Line| msv |
2 |\ ooase| 2 loosss| 2 |oosse| 2 |voss2
41 | Gosss | 41 | 0.0895 | 41 | 0.0866| 41 | 0.0902 |
40 | otodas | 40 | 006 | 0 | 0ros2 | a0 | o047
32 | or1so | 32 [o9mst| a2 [oress| s2 | 01160
3 | 01383 | 3 | 01384 3 |o1av9| 3 |o.1384]
13 | otae| 33 |orare| 33 | 09471 | 33 | 0ara
a1 [orars | 11 [ erars| 11 [ otara| 11 | 01482
30 | 01485 | 30 | 00487 a0 | o14s1| 30 | 01402
w | oste| e |ors| e | ooszol 18 | oses
31 | otsss| at |orsss| a1 [ o7 | a1 | 01585
21 | st | 21 | o.as0s| 21 | arses| 29 L‘l.'.r!iﬂﬂ_l

Fabe 4. Speed and accuraey of the proposed algorichins

fraining | hidden laper
MSE lmea 15} neurons
REF g.0051 #3.392 100
first -
 igoritin .08 4.4 5l
second | ’ :
| stoaniti l 0.0084 | 13.2 | 1o |

1%

T, Conclusions

In this paper, RBF meurnl network s emploved 1o
precisely predict the voltage stability index (MEY ) and
contingeney tanking i different loading condilions,
Two different alporthms are proposed im0 oeder to
reduce the dimension and the number of the traming
vectors and improve the specd of neural network
training  process.  These  algomthms,  exiibl pood
perlinmance in voltape sabilicy prediction and online
contingeney ranking, while computing the M35V usng
conventional methods is very tme consummg for large
seile power systems,
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