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Abstract-Human perception and processing of information is 

granular and multi-resolution instead of numerical and precise. 
Due to this multi-resolution perception-based computing, human 

mind can quickly evaluate (calculate) the fitness of a large 
subspace of the search space. Indeed, this characteristic enables 
human to simplify and solve very complex problems. In contrast, 
evolutionary optimization (EO) as one of the most applied 

artificial problem solvers is based on computing with numbers 
since a chromosome is a single point of the search space and 
fitness function calculation is numerical. Hence, EO is blind 
towards the optimization landscape and this blindness inhibits its 

performance when the search space is very large and complex. 
Inspired by human perception based reasoning, a novel 
approach to optimization and problem solving is proposed here. 
Perception-based evolutionary optimization (PEO) is 

fundamentally based on computing with words. In PEO, 
chromosomes and fitness function calculation are perception­
based (granular) instead of numerical and thus PEO works with 
granules (subspaces) rather than single points. Also, search is 

performed in a multi-resolution manner. 

Keywords-computing with words, multi-resolution 

perception-based optimization, perception-based chromosome, 
perception-based calculation of fitness function, perception­
based evolutionary optimization (PEO). 

I. INTRODUCTION 
Evolutionary optimization (EO) like the other existing 
optimization and problem solving methodologies is based on 
computing with numbers. In EO, a chromosome is a single 
point in the search space and fitness function calculation is 
numerical. As a result, if EO wants to calculate the fitness of 
a region of the search space, it must measure the fitness of 
many single points separately. In other words, EO is blind 
toward the optimization landscape and this blindness 
extremely inhibits its performance when the search space is 
very large and complex. Indeed, this blindness is 
fundamentally due to computing with numbers. In contrast, 
human mind works with perceptions since they are generally 
granular and multi-resolution instead of numerical and 
precise. One of the crucial characteristics of human mind is 
the concept of multi-resolution perception-based computing. 
The concepts of perception-based computing and multi­
resolution computing have been separately and frequently 
described by Zadeh [1-9] and Albus and Meystel [10], 
respectively. Using this multi-resolution perception-based 
computing, human can easily calculate the fitness of a 
granule of solutions by only one look and simplify and solve 
very complex problems. In our related papers [11-12], we 
proposed a novel approach to rational exploration which is 
inspired by human-like rational search. In the mentioned 
approach, using computing with words and perceptions 
(CWP) which is Zadeh's brilliant work [1-9], first the search 
space is reduced as much as possible before the search 
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begins. Then, conventional numerical EO begins to explore 
in the reduced search space. For many optimization 
problems, this methodology can notably decrease the size of 
the search space as well as complexity. Indeed, our proposed 
approach in [11-12] opens the door for applying CWP to 
optimization and problem solving. 
As the next step of our research, in this paper, we are 
directly inspired by human cognition and propose 
perception-based evolutionary optimization (PEO) which is 
radically based on CWP instead of computing with numbers. 
The heart of PEO is the concept of multi-resolution 
perception-based problem solving which is one of the key 
features of human mind. In contrast to EO, in PEO, the 
chromosomes and fitness function calculation are 
perception-based and granular instead of numerical. Similar 
to human mind, PEO can calculate the fitness of a subspace 
of the search space just in one fitness calculation. 
Someone may consider PEO as a method for uncertainty 
handling in optimization such as the work of Deb et al. in 
[13-14] that proposed an evolutionary framework for 
reliability-based optimization in which uncertainties in 
design variables and problem parameters are considered in 
optimization and a reliable optimal solution is achieved. The 
main differences between PEO and other works like the one 
of Deb [13-14] are as follows. First, PEO is inherently 
granular and perception-based even for certain problems 
where there is no uncertainty in decision variables and 
parameters. This means that PEO benefits granular and 
multi-resolution computing for improving the performance 
of search not for uncertainty handling. However, PEO has 
enough potential to be considered as an approach for 
uncertainty handling in optimization. But in this paper, 
reliability-based optimization and uncertainty handling are 
not discussed. Second, PEO is based on computing with 
words rather than conventional mathematics and thus 
linguistic computing plays a key role in PEO. Chromosome 
(solution) in PEO is a linguistic word instead of a 
mathematical point. This is an advantage of PEO in 
comparison with the most of the existing optimization 
methods that are based on conventional mathematics. 
Because of this linguistic computing, human can understand 
what is done by PEO and moreover human and machine can 
cooperate in solving complex optimization problems. 

II. PERCEPTION-BASED EVOLUTIONARY 
OPTIMIZATION (PEO): AN OUTLINE 

A. The Concept of Perception-based Chromosome 
Consider that f(xj, X2, ... , xrJ is the fitness (objective) 
function and the goal of optimization is finding the global 
minimum of f In conventional (numerical) EO, a 
chromosome (individual) is a single point of the search 
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space like x * 
= [x/, X2

*
' ... , xn*l and the fitness function 

evaluation is calculating the value off at x *. In contrast to 
conventional EO, in PE�, the chromosome and fitness 
function calculation are perception-based and granular. To 
clarify the concept of perception-based chromosome, 
consider a single-variable fitness function y = f(x) which is 
represented in Fig. I (a). 

f(x) 

x 
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f(x) 

y. 

x· x 

(b) 

(c) 

f(x) 

x 

Cd) 

Figure 1. Numerical (b) vs. perception-based (c-d) chromosome 

and fitness function calculation. In this figure, the support sets of 

granules are just represented. 

Suppose that we want to calculate the value of fitness 
function at about x *. Fig. 1 shows three fitness calculations 
with different degrees of resolution. Fig. 1 (b) represents a 
numerical calculation off since x is scalar x * and the result is 
scalar y* which is equal to f(x*J. In fact, this is the method 
which is applied by conventional (numerical) EO for fitness 
function calculation and has the highest degree of resolution 
since the values of x and yare precise numbers. Now, let us 
consider perception-based chromosome and perception­
based calculation of fitness function which are the pivotal 

components of PE�. A perception-based chromosome is a 
possibilistic constraint on the search space where 
possibilistic constraint is a specific and much applied mode 
of Zadeh's generalized constraint [8]. In other words, PEO 
works with the perceptions in the form of "x is A" where A 
is a linguistic and perception-based value such as large, 
about x'or fairly low. Using CWP, such perceptions can be 
easily precisiated into possibilistic constraints. In this paper, 
a granule means a possibilistic constraint. It is clear that a 
crisp granule such as "x is [a b]" is a specific case of fuzzy 
granules. Fig. 1 (c) shows perception-based calculation of 
fitness function for "x is A" where [SxL Sxu] is the support 
set of fuzzy set A. Similarly, the result is ''y is B" which is a 
possibilistic constraint on y instead of a precise number, 
where [Sy£, SyuJ is the support set of fuzzy set B. This 
implies that using a perception-based (granular) 
chromosome, in each fitness calculation, f(x) can be 
described in a subspace of the search space instead of a 
single point. The details of perception-based calculation of 
fitness function are described later in Subsection II.C. Fig. 1 
(d) represents another perception-based chromosome whose 
resolution is lower than Fig. 1 ( c). Hence,f(x) is described in 
a larger subspace of the search space. In this simple 
example, a chromosome has only one gene. Similarly, for an 
n-variable perception-based chromosome which has n genes, 
each gene can be considered as a single-variable possibilistic 
constraint on its own domain. The result is a perception­
based chromosome which is an n-variable possibilistic 
constraint on the original search space. We highly 
recommend triangular and trapezoidal parametric 
membership functions for fuzzy granules since they can 
significantly simplify the perception-based calculation of 
fitness function. 
Fig. 2 (a) shows the search space of f(x) which has been 
partitioned by three identical low resolution granules. 
Indeed, using this low resolution perception-based 
partitioning, the continuous search space of f(x) including 
infinite number of precise points can be simply converted to 
a very small discrete search space with only 3 perception­
based members. Using perception-based calculation of 
fitness function for these three granules, it can be easily 
understood that the global minimum is in G\. As a result, the 
size of the search space is reduced three times. Now, the 
support set of G\ is considered as a new search space and the 
mentioned process is repeated for it as shown in Fig. 2 (b). 
Similarly, it can be understood that the global minimum is in 
G13 which is one ninth of the original search space and has 
higher resolution rather than G\. It is very notable to know 
that G13 is found after at most six perception-based 
calculation of fitness function. As a matter of fact, this 
multi-resolution perception-based granulation is a novel 
approach to drastically decrease the complexity of problems. 
It is clear that for a very large and complex search space, the 
number of granules may be too large and we need an 
efficient methodology to search in the space of them. In 
PE�, by means of numerical genotype, this important task is 
allocated to conventional related. The next subsection 
explains the details. 
B. Genotype, Phenotype and Evolution-based Operators in 

PEO 
Assume that the first gene is corresponding to Xl and the 
domain of Xl is partitioned by k granules. Assign a unique 
natural number between 1 and k to each of these granules 
and repeat this work for other variables. Now, each granule 
is coded by a number. Herein, we use these codes as 
genotype and the corresponding granules form the 
phenotype. As an example, if the second gene of a 
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chromosome is equal to 3, this gene is interpreted as "X2 is 
granule 3" since granule 3 is the third granule on the domain 
X2. Therefore, the genotype of PEO is numerical while its 
phenotype is perception-based. In other words, the 
interpretation function maps integer numbers (codes) to 
perception-based granules. Using this simple numerical 
genotype, the evolution-based operators of PEO such as 
selection, reproduction, crossover, mutation and elitism can 
all be those which are used for conventional real-valued or 
binary EO. In case of fuzzy granulation, only the fitness 
ranking and selection process may be a little different with 
conventional EO. This is discussed in the next subsection. 
Generally, the major differences between PEO and 
conventional (numerical) EO are in interpretation function, 
phenotype, fitness function calculation and the concept of 
multi-resolution perception-based optimization. 

!(x) 

!(x) 

x 

(b) 

Figure 2. The concept of multi-resolution perception-based 

optimization. This figure only represents the support sets of 

granules. 

C. Perception-based Calculation 01 Fitness Function 
Due to the chromosomes (phenotype) of PEO are 
perception-based and granular, we radically require a 
different kind of computing for perception-based calculation 
of fitness function. Hence, PEO is fundamentally based on 
CWP instead of computing with numbers. Perception-based 
calculation of fitness function aims to compute the granular 
value of Y when the granular value of X is given. 
Fortunately, the extension principle (EP) which is one of the 
most crucial deduction rules of CWP can deal with this 
problem. In this paper, EP plays a pivotal role in perception­
based calculation of fitness function and it is considered 
more technically below. As we have already discussed in 
[11, 12], we assume that 1 (an n-variable fitness function 
mentioned earlier in Subsection II.A) is explicit which 
means that it is represented as a mathematical formula. It is 
important to note that if/is not inherently explicit, it can be 
represented as a mathematical formula using fuzzy systems 
or neuro computing. According to [II, 12], any 
mathematical formula is composed of two fundamental 
components. First are single-variable functions such as eX, 
sin(x), xr and xr cos(x+ff). Second are the basic arithmetic 

operators including +, -, x and +. From the viewpoint of 
solving the extension principle, there are two types of fitness 
functions. We introduce these types and consider the 
complexity of EP for each type separately. 1/(X\) is A\ 

g(Xz) is Az 
1* g(X\,Xz) is B\ 

* :+,-,x,+ 
PAl (f(X\ »,PAz (g(Xz»: known 

PB\ (f* g(X\,Xz» =? 

PB\ (y) = max (p A\ (f(X\» /\ PAz (g(X z))) 
!(X\).g(XZ) 

S.t. Y = 1* g(X\,Xz) 
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J.iBz (I * g(X» =? 

J.iBz (y) = m:x(J.iA\ (f(X» /\J.iAz (g(X») 
S.t. y = 1* g(X) 

(c) 

Figure 3. Zadeh's extension principle (EP). a: For Type I fitness 

functions, b: The simplified form of (a), c: For Type II fitness 

functions. 

1. Type I Fitness Functions 

The fitness function 1 is Type I if it can be represented as 
combination of independent terms where the combining 
operators are the basic arithmetic operators. If 1 is not Type 
I, it is Type II. For example I(x/o X2, X3) = f3(fj(xl) I'll h(xJJ) 
I'1d4(X3) is a Type I fitness function since the operands of I'll 
and 1'12 are independent from each other. In contrast, f(x/o X2) 
= f3(fj(xJ I'1lh(xJJ) I'1d4(X2) is Type II since the operands of 
1'12 are both dependant to X2. In these examples,/; is a single­
variable function and 1'1; is a basic arithmetic operator. Fig. 3 
represents Zadeh's extension principle (EP) for these two 
types. It should be noted that Zadeh's EP is only 
computationally efficient for Type I functions. For this type, 
using the simplified form of Fig. 3 (b), calculating f.lBI(Y) 
leads to a I-dimensional maximization which can be easily 
solved symbolically or numerically. Due to the lack of 
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space, we highly recommend the readers to refer to our 
related papers in [11, 12] for further details and examples. 

{ f (X) is Al 

g(X) is A2 
f* g(X) is C 

*:+,-,><,+ 

fl Al (f(X», fl A2 (g(X» : known 

flc (f* g(X» = ? 

flC<Y) = max (flAI (f(X»/\flA2 (g(X») 
j(X),g(X) 

s.t. y = f* g(X) 

(a) 
pc<y) = max(PAI (y ® g(X» /\ PA2 (g(X») 

g(X) 

*:+�®:­

*:-�®:+ 

*:x�®:+ 

*:+�®:x 
(b) 

Figure 4. a: The new extension principle which we proposed in [11, 

12] for Type II fitness functions, b: The simplified form of (a). 

2. Type II Fitness Functions 

Fig. 3 (c) shows the Zadeh's EP for Type II fitness 
functi�ns. I� most cas�s, calculating PB2(Y) leads to solving 
an n-dimenSIOnal nonlinear programming for each sample of 
;:. Undoubtedly, calculating PB2(Y) may be too complex and 
time consuming for optimization problems with large 
number of variables. Hence, it is clear that Zadeh's EP is not 
computationally efficient for evaluating Type II fitness 
functions since the calculation process is online and must be 
executed once per chromosome. In [11-12], we proposed a 
n�w EP for Type II fitness functions which is represented in 
Fig. 4. We also proved that the proposed EP is a 
conservative approximation of Zadeh's EP which implies 
that PB2(Y) in Fig. 3 is a fuzzy subset of Pc(y) in Fig. 4. 
Indeed, the proposed EP is very similar to Zadeh's EP for 
Type I fitness functions in Fig. 3 (a and b). Also, the 
computational complexity of the proposed EP is as low as 
Zadeh's EP for Type I fitness functions. In this paper, we 
use this EP for perception-based calculation of Type II 
fitness functions. 
Regarding the EP, the result of perception-based calculation 
of fitness function is a fuzzy granule on y, PBl(Y) for Type I 
and Pc(y) for Type II. For simplicity, let us use p(y) as the 
�otation for �he result which may be PBl(Y) or Pc(y). As an 
Important pornt, p(y) may need to be defuzzified for fitness 
ranking and selection process. Although there may exist 
yarious ideas for this deffuzification, we describe our own 
Idea below. Let SyL be the minimum of the support set of 
pry). Some examples for SyL can be seen in Fig. 1. Given 
p(y) for each chromosome, a better individual is a 
chromosome whose SyL is lower. If this value is identical for 
several chromosomes, a chromosome which has higher 
membership degree (in that value) is preferred. It should be 
noted that fuzzy granules are very useful when we aim to 
incorporate human knowledge in optimization or make the 

optimization process human consistent [11, 12]. In case of 
an ordinary optimization such as the simulation examples of 
Section 3, crisp granulation may be preferred since it can 
considerably simplify the perception-based calculation of 
fitness function. 
D. The Concept of Multi-resolution Perception-based 

Optimization 
In this subsection, we introduce the novel and fundamental 
co�cep� of multi-resolution perception-based optimization 
which IS the heart of PEO. Assume that AI is the desired 
value of the fitness function. Let M = AI. In case that M* is 
�known, M is considered as a larger approximation of AI, 
I.e. M 2: AI. As described in Subsection II.A and Fig. 2, in 
PEO, the search space is flrst granulated (partitioned) into 
low-resolution granules. Using numerical genotype, a 
random initial population is created. With the aid of 
�nterpretation !tmction, perception-based phenotypes are 
rnterpreted. Usrng the methodologies of Subsection II.e, the 
fitness function can be calculated for each individual. 
Remember that each individual is a granule. For an 
individual, if SyL is larger than M, it implies that no desired 
solution exists in this individual (granule). Thus, a large 
number proportional to SyL is assigned to this individual as 
its fitness. If SyL is smaller than M, this individual is 
submitted to the lower level to be searched by higher 
resolution granules in order to find more accurate (higher 
resolution) solution. In this new level, the support set of the 
selected individual (granule) is considered as the new search 
space and a new PEO begins to search in this new search 
spac�. It should be noted that this new search space is 
slgmficantly smaller than the original search space. The 
same process is repeated for this new level. If the condition 
(SyL � M) is satisfied by a chromosome of this level, similar 
to the previous level, this chromosome is submitted to the 
lowe� level and this process can be repeated through 
multiple levels. At the last level, a numerical optimization 
method such as conventional EO can be employed to find a 
numerical solution. In this paper, we use conventional EO 
for tlie bottom level. Indeed, tlie size of the search space is 
highly decreased through the levels. Hence, as the last level, 
the search space of the conventional EO is small enough. 
Here is a n�table difference between Type I and Type II 
fitness functIOns. For Type I, if the condition S L � M is 
sat.isfi�d b� .an . �divid�al, the desired solutionY certainly 
eXists rn thiS rndlvldual srnce EP can be calculated precisely. 
In this case, tlie optimization process is sequentially 
submitted to the lower levels and the upper levels are 
stopped forever. In case of Type II, the story is different. If 
the condition SyL � M is satisfied by an individual, it is only 
probable that the desired solution exists in this individual. In 
fact, there is not any guaranty. This uncertainty is due to the 
EP since it is calculated approximately not precisely for 
Type II fitness functions. Thus, the lower level may not find 
the desired solution in the selected individual since such 
solution may never exist there. In such case the lower level 
is .st�pp.e�, the be�t fitness of tlie lower lev�l is assigned to 
thiS rndlvldual as ItS fitness and the optimization process is 
retJrrned to the upper level. 
Indeed, using this simple condition (SyL � M), a large 
number of useless subspaces can be easily identified and not 
considered for high resolution search. As mentioned earlier 
this is an efficient way which is used by human mind t� 
simplify the complex problems. In PEO, top and middle 
levels are perception-based while the bottom level is 
numerical and precise. It should be noted that the number of 
middle levels highly depends on tlie problem and the type of 
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fitness function. This topic is more explained in the 
simulation examples of the next section. 

III. SIMULA nON EXAMPLES 
In this section, PEO is applied to two numerical benchmark 
optimization problems. For these simulation examples, PEO 
utilizes crisp granulation (a special case of fuzzy 
granulation) for top and middle levels and a conventional 
real-valued GA for bottom level. The performance of PEO 
is also compared with the same conventional real-valued 
GA. This conventional real GA has been used in [15] with 
minor changes. 
It is important to mention that all of the previous sections 
consider fuzzy granulation. In this section, due to simplicity 
of the examples, crisp granulation is sufficient to solve 
them. More examples on perception-based calculation of 
mathematical functions using both crisp and fuzzy 
granulation can be found in our earlier works [11-12]. 
Table 1 represents two numerical benchmark optimization 
problems with various distinguishing characteristics which 
are discussed in [16]. It is clear that they have Type I fitness 
functions. For all levels of PEO, population size is 20, initial 
population is random, chromosomes are real-coded, 
crossover is single-point, elite count is 2 and mutation rate is 
fixed and 0.01. Only in Michalewicz's problem, the 
mutation rate of numerical GA is 0.05. For both problems, 
the generation size of the bottom level numerical GA is 100. 
The value of M is considered 0 and -19.63 for De Jong's and 
Michalewicz's problems, respectively. The Zadeh's EP is 
solved symbolically and due to simplicity of crisp 
granulation, the computational complexity of perception­
based calculation is as low as the ordinary fitness calculation 
of numerical GA. For top and middle levels, the current 
search space is partitioned into 2n crisp granules through 
partitioning the current domain of each variable into 2 
identical crisp granules. The number of middle levels 
depends on parameter d since the last middle level is a level 
in which the length of the current domain of each variable is 
(equal to or) smaller than d. 
Each problem was solved by PEO in 10 independent random 
runs. To compare PEO with numerical GA, in each run, the 
number of fitness calculations was calculated and then the 
numerical GA was executed with the same number of fitness 
calculations. It is important to note that this numerical GA is 
parametrically as same as the bottom level numerical GA. 
The results are represented in Table 2. For De Jong's 
problem, PEO could find solutions whose fitness is 
averagely 665 times better than the solutions of numerical 
GA. For Michalewicz's problem, PEO could always find a 
solution in the neighborhood of global minimum while 
numerical GA always converged to a local minimum. 
Indeed, these results demonstrate that the performance of 
PEO is significantly higher than conventional numerical EO. 

TABLE 1. NUMERICAL BENCHMARK OPTIMIZATION PROBLEMS 

Benchmark Fitness (Objective) Function and Search Space 
Problem 

DeJong 1 Fl = Lf-lxl 
n = 50,-5 � xi � 5,i = 1: n 

Michalewicz F2 = -Lf=l sin(xa. (sin (:t))2.m, m = 10 

n = 20,0 < xi < 1[, i = l:n 

TABLE II. PEO IN COMPARISON WITH NUMERICAL 

(CONVENTIONAL) GA. Except d, all values are the mean and standard 
deviation (in the parentheses) of 10 independent random runs. 

Dejong's 1 Michalewicz 

PEO Best Fitness 0.0019 (2.6e-4) -19.5553 (0.0493) 

d 0.0391 0.0491 

Numerical Best Fitness 1.2639 (0.4294) -18.1774 (0.2100) 

GA Generation Size 505.7 (41.3) 288.9 (31.6) 

IV. CONCLUSION 
As a novel approach to optimization and problem solving, 
perception-based evolutionary optimization (PEO) is 
proposed in this paper. PEO is based on computing with 
words and perceptions instead of computing with numbers. 
The heart of PEO is the concept of multi-resolution 
perception-based problem solving which is directly inspired 
by human mind. In contrast to most of the existing 
optimization methods, in PE�, chromosome and fitness 
function calculation are perception-based rather than 
numerical and PEO searches through granules instead of 
single points. What is important to note is the basic idea of 
PEO that is the concept of multi-resolution perception-based 
problem solving. This concept plays a key role in improving 
the performance of optimizer especially in case of complex 
and large-scale problems. Thus, using this idea is not only 
limited to evolutionary optimization while it can be applied 
to other local and global optimization methodologies. 
Generally, PEO aims to open the door toward new 
approaches to perception-based optimization and problem 
solving but it is still in the first steps of development. 
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