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Abstract Capacity analysis and computation for communication 

channels with side information at the receiver is an important 

area of research. Cover-Chiang have proved the increment of 

capacity with non-causal information at the receiver. We 

investigate this capacity increment for the channel with causal 

side information and proposed an efficient algorithm for 

computing the capacity of discrete memoryless channels and the 

sum capacity of multiple access channels with causal side 

information at the receiver. 

Keywords- Capacity computation, Causal side information, 

Discrete multiple access channel, Sum capacity 

I. INTRODUCTION

A numerical algorithm is known as the Arimoto-Blahut 
algorithm, has been introduced in [1], [2], and [3] for 
computing the capacity of discrete memoryless channels. This 
algorithm has been successfully extended to the calculation of 
the sum capacity of discrete multiple access channels [4], [5], 
[6], [7]. In [8] an algorithm for computing channel capacity and 
rate-distortion with non causal side information is introduced 
and the capacity of channel with causal side information at the 
transmitter is computed in [9]. 

Fading coefficients, channel interference levels, states of a 
markov channel and channel gains are some examples of 
channel states and adaptive rate/power control over Rayleigh 
fading channels, MIMO beam-forming, precoding and multi-
tone water filling are some scenarios and applications for 
improving the channel performance with side information. 

In this paper, first, we propose an efficient algorithm for 
computing the channel capacity with causal side information at 
the receiver and obtain a closed form. Then we present another 
algorithm according to the previous algorithm for numerical 
computation of sum capacity of discrete multiple access 
channels with causal side information at the receiver. 

II. NOTATIONS AND PRELIMINARIES

We use x, y and to denote the input vector , 
output vector  and state vector , 

respectively, and allow , and  to denote , 
 and , respectively. , , 

represent probability distribution functions.  Also, ,  and 
represent the input alphabet, output alphabet and state alphabet, 
respectively. And finally,  is used for capacity of channels 
with side information at the receiver. 

Causal Side Information at the receiver 

We begin with a brief review of discrete memoryless 
channel with causal side information. Consider the channel 
depicted in Fig. 1. The channel is discrete with input alphabet 

, output alphabet , and state alphabet , all of which are 
finite sets. The channel states are i.i.d with distribution P(s) and 
independent of the input sequence. Furthermore, given the 
states, the channel is memoryless with transition distribution 

. Hence, the conditional distribution of y and s given x
can be written as: 

)

. The receiver decodes the message  from 
received vector y and s as, 

The capacity with causal side information at the receiver is 
given by [10], 

 (3), 

 (4) 

Encoder P(y|x,s) Decoder

State Generator

x y

s

Figure 1. Channel with side information at the receiver 
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III. COMPUTING THE CAPACITY FOR CHANNEL WITH CAUSAL 

SIDE INFORMATION AT THE RECEIVER

It can be clearly seen that the capacity of channel with side 
information at the receiver can be expressed as the following 
form 

The above equality follow from the fact that the state s is 
independent from input of the channel i.e. x ; consequently, 

We can obtain a lower band for the capacity of channel 
with causal side information at the receiver as following 

where (6) and (7) follow from the fact that x and s are 
independent and the removing conditioning. 

Hence,  

where the above inequality shows that the capacity of channel 
with side information at the receiver is greater than the 
ordinary discrete memoryless channel without side 
information. 

Theorem 1. Let  be a given conditional 
distribution for a channel with side information at the receiver 
and state distribution P(s). Then the distribution  that 
maximizes the capacity of channel with causal side information 
at the receiver is, 

And the capacity of this channel can be written as the 
following expression, 

Proof: 

The best input distribution  is found by solving the 
mazimization problem using a Lagrange multiplier to 
constraint .  

From above equation, we obtain, 

With substituting (14) into the constraint, we can obtain, 

And finally, 

where, 

Since  , we can write as following, 

Therefore, according to (15) and (17), the following closed 
form expression for P(x) is obtained, 

where  is the . 

The concept of the algorithm is to regard P(x|y,s) and P(x) 
as independent variables and optimize alternately between 
these two. This algorithm goes through these steps, 

Step1: Start the algorithm with a guess of the maximizing 
distribution P(x). 

Step 2: Calculate P(x) by using (18). 

Step 3: Checking whether convergence criterion is met, if 
yes then go to next step; otherwise go to step 2. 

Step 4: Calculate the capacity by using (10). 

The above algorithm converges monotonically to the capacity 
of the channel as the same convergence of Arimoto-Blahut 
algorithm [1], [2]. 

For accelerating the convergence, we can use a coefficient, 
, in (18) as following, 

Example 1. Consider the channel with following transition 
probability distribution; this channel has two states, s = (0, 1) 
with distribution P(s)=[0.25 0.75], the inputs of this channel are 
0 or 1. 
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where the columns represent the different elements of 
{0,1} and the rows correspond to the natural ordering of the x, 
s. The initial distribution for input is P(x)=[0.35 0.65] and our
convergence criterion is 

Fig. 2 shows convergence of the above algorithm with 
different values of  to C=0.0528 bits per channel use and we 
have only 4 iterations for . The best input distribution 
that maximizes the capacity is P(x)=[0.4645 0.5355]. It can be 
seen from Fig. 2 that the algorithm with  diverges and 
can not converge to the true capacity. 

If this channel is used without side information, the 
capacity of the channel will be about 0.0232 bits per channel 
use. In [9] the capacity for this channel with side information at
transmitter is about 0.04 bits per channel use. 

Example 2. Consider the channel with following transition 

probability distribution, in this example  The 

initial distribution for input is P(x)=[0.3 0.6 0.1]. The other 
specifications are the same as example 1. 

Fig. 3 shows convergence of the above algorithm with three 
different of  to C = 0.0370 bits per channel. The optimal 
distribution that maximizes the capacity is P(x)=[0.1438 
0.4547 0.4015]. The algorithm with  diverges. 

Figure 2. Optimized result for example 1 

Figure 3. Optimized result for example 2 

IV. COMPUTING THE SUM CAPACITY OF DISCRETE MULTIPLE 

ACCESS CHANNEL WITH CAUSAL SIDE INFORMATION AT THE 

RECEIVER

The capacity of discrete multiple access channel with 
causal side information at the receiver  shown in Fig. 5, can be 
expressed as the following form [13], 

As the same channel with causal side information at the 
receiver we can obtain a lower band for the capacity of discrete 
multiple access channel with causal side information at the 
receiver as following, 

Where (24) and (25) follow from the fact that  and s 
are independent and the removing conditioning.  

Hence,  
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where the above inequality shows that the capacity of discrete 
multiple access channel with side information at the receiver is 
greater than the ordinary discrete multiple access memoryless 
channel without side information. 

Theorem 2. Let  be a given conditional 
distribution for a multiple access channel with side information 
at the receiver and the state distribution P(s). Then the 
distribution  that maximizes the capacity of this 
channel with side information at the receiver is, 

where, 

And the capacity of this channel can be written as the 
following expression, 

The closed form expression for P(x) is, 

The proof of this theorem is similar to theorem 1. 

The algorithm for computing the total capacity of discrete 
multiple access memoryless channels with side information at 
receiver is similar to previous algorithm with some changes. 
This algorithm is as following, 

Step1: Make a vector the elements of which are the initial 
input joint distribution, , as follows,  

Step 2: Calculate P( ) by using (31). 

Step 3: Checking whether convergence criterion is met, if 
yes then go to next step; otherwise go to step 2. 

Step 4: After the convergence of the algorithm, we can 
change the optimal  to the joint distribution which 
is named . According to the rank of it, we have 
two situations: 

 At this case we can compute the 

sum capacity by following expression:

P(y|x1, ,xm,s)
y

si

Decoder

1

xm

x
^

Figure 4. Discrete multiple access channel with causal side information at 

the receiver 

(33)

 This will be the case in general. 

We need to project  as a product distribution 
( ) [14],[15]. Then we can compute the 

sum capacity with following expression;

Example 3. Consider two-user binary discrete multiple 
access channel with two states, s = (0,1), with distribution 
P(s)=[0.25 0.75],  the transition probability distribution is: 

where the columns represent the different elements of 
{0,1} and the rows correspond to the natural ordering of the x1, 

x2 and s. This algorithm converges to total = 0.3668 bits per 
channel use. If this channel is used without side information, 
the capacity of the channel will be about 0.3322 bits per 
channel use. In [9] the capacity for this channel with side 
information at transmitter is about 0.3324 bits per channel use. 

V. CONCLUSION

We have given two algorithms for discrete memoryless 
channel and discrete multiple access channel with causal side 
information at the receiver. The computation results show that 
causal side information increases the capacity of discrete 
memoryless channels. The capacity of channels with causal 
side information at the receiver is greater than the capacity of 
ordinary discrete memoryless channel and channel with causal 
side information at the transmitter. These results hold for sum 
capacity of the discrete multiple access channels with side 
information at the receiver. 
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