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Abstract—In this paper, a novel constructive-optimizer neural
network (CONN) is proposed for the traveling salesman problem
(TSP). CONN uses a feedback structure similar to Hopfield-type
neural networks and a competitive training algorithm similar to
the Kohonen-type self-organizing maps (K-SOMs). Consequently,
CONN is composed of a constructive part, which grows the tour
and an optimizer part to optimize it. In the training algorithm,
an initial tour is created first and introduced to CONN. Then, it
is trained in the constructive phase for adding a number of cities
to the tour. Next, the training algorithm switches to the optimizer
phase for optimizing the current tour by displacing the tour cities.
After convergence in this phase, the training algorithm switches
to the constructive phase anew and is continued until all cities
are added to the tour. Furthermore, we investigate a relationship
between the number of TSP cities and the number of cities to be
added in each constructive phase. CONN was tested on nine sets
of benchmark TSPs from TSPLIB to demonstrate its performance
and efficiency. It performed better than several typical Neural net-
works (NNs), including KNIES_TSP_Local, KNIES_TSP_Global,
Budinich’s SOM, Co-Adaptive Net, and multivalued Hopfield
network as wall as computationally comparable variants of the
simulated annealing algorithm, in terms of both CPU time and
accuracy. Furthermore, CONN converged considerably faster
than expanding SOM and evolved integrated SOM and gener-
ated shorter tours compared to KNIES_DECOMPOSE. Although
CONN is not yet comparable in terms of accuracy with some
sophisticated computationally intensive algorithms, it converges
significantly faster than they do. Generally speaking, CONN pro-
vides the best compromise between CPU time and accuracy among
currently reported NNs for TSP.

Index Terms—Constructive-optimizer neural network (CONN),
Hopfield-type neural networks (HNNs), Kohonen-type self-
organizing maps (K-SOMs), traveling salesman problem (TSP).

I. INTRODUCTION

OMBINATORIAL optimization tasks such as the trav-
eling salesman problem (TSP) belong to a family of

Manuscript received December 31, 2005; revised June 29, 2006. The work
of M.-R. Akbarzadeh-T. is supported by the Islamic Development Bank under
the 2005-2006 IDB Merit Scholar Program for High Technology. This paper
was recommended by Associate Editor J. Oommen.

M. Saadatmand-Tarzjan is with the Department of Electrical Engineering,
Tarbiat Modares University, Tehran, 14115-194 Iran (e-mail: saadatmand@
kiaeee.org).

M. Khademi is with the Department of Electrical Engineering, Ferdowsi Uni-
versity of Mashhad, Mashhad, 91775-1111 Iran (e-mail: khademi @um.ac.ir).

M.-R. Akbarzadeh-T. is with the Department of Electrical Engineering,
Ferdowsi University of Mashhad, Mashhad, 91775-1111 Iran, and also with
the Berkeley Initiative on Soft Computing (BISC), University of California,
Berkeley, CA 94720 USA (e-mail: akbarzadeh @ieee.org).

H. Abrishami Moghaddam is with the Department of Electrical Engineering,
K. N. Toosi University of Technology, Seyed Khandan, Tehran, 16315-1355
Iran (e-mail: moghadam @saba.kntu.ac.ir).

Digital Object Identifier 10.1109/TSMCB.2006.888421

NP-complete problems [1] whose computational complexity
rises exponentially by increasing the number of parameters.
Finding suboptimal solutions with a reasonable cost may be
more advantageous in many of current TSP applications such as
printed-circuit-boards manufacturing [2], [3], data transmission
in computer networks [4], power-distribution networks [5], im-
age processing and pattern recognition [6], robot navigation [7],
and data partitioning [8].

TSP consists of finding the shortest closed tour visiting
n cities. To date, several methods based on deterministic or
probabilistic heuristics have been proposed for solving TSP.
These include classical search maps [9], simulated annealing
(SA) [10], artificial neural networks (NNs) (Kohonen-type
self-organizing maps (K-SOMs) [11]-[16], Hopfield-type NNs
(HNNs) [17]-[19], Boolean NN [20], and chaotic NN [21]),
genetic algorithms (GA) [22], [23], evolutionary programming
[24], ant colony optimization (ACO) [25], [26], population-
based incremental learning [27], tabu search [28], and fine-
tuned learning [29]. Since each of the above approaches has
weak points as well as strengths, determining a superior ap-
proach is nontrivial. For example, several researchers reported
good solution quality of the evolutionary methods such as GA
for offline applications [30], while others preferred algorithms
such as ACO [25] and SA [31] for their efficiency. Although
ACO and SA may be faster than evolutionary algorithms, they
are still slower than neural approaches [14]. In fact, neural
approaches are generally considered to be fast with inferior
solution quality [32]. Therefore, developing an NN structure
that provides a good TSP solution with less computational
complexity remains a challenging endeavor.

Among the above approaches, the HNN and K-SOM are
paradigmatically similar to the proposed approach. HNN gen-
erally has a second-order energy function that determines its
structure and behavior. Moreover, it uses a negative feedback to
minimize the energy function during NN training. In spite of its
fast convergence speed, a major drawback of HNN for solving
TSP is getting caught in the local minima of the energy function
[29], [32]. A number of solutions have been proposed to avoid
local minima of the energy function in HNN. For example,
Lee and Sheu [33] addressed this problem by adding an adapt-
able corrective input to neurons.

In contrast to HNN, K-SOM has a slow convergence speed
mainly because of its competitive training algorithm [11].
Nevertheless, it attracted many research interests to explore and
enhance its capability to solve TSP due to its intuitive appeal,
relative simplicity, and promising performance [14]. Because of
its relatively poor performance, it had been previously argued
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Fig. 1. BONN for a three-city tour.

that K-SOM may not be the best benchmark to evaluate the
effectiveness of NNs for TSP optimization [32]. However,
recent improvements in K-SOM demonstrated their potential
ability for solving TSP. Generally, there are three main streams
to enhance the original SOM [11]-[13]: 1) Introducing a vari-
able structure network; 2) amending the competition criterion;
and 3) enhancing the learning rule. Recently, Leung et al. [14]
proposed an expanding learning rule [expanded self-organizing
map (ESOM)], which can generate shorter tours than several
typical K-SOMs such as convex elastic net (CEN) [15] and
Budinich’s SOM [16]. Furthermore, Jin et al. [11] developed an
integrated SOM (ISOM), which incorporates the above learning
mechanisms. They also optimized ISOM using a GA to obtain
an evolved ISOM (eISOM). Another example is Co-Adaptive
Net [34], which allows neurons to cooperate and compete
among themselves depending on their situation.

In this paper, a novel constructive-optimizer NN (CONN) is
introduced to provide the best compromise between the conver-
gence speed and solution quality. The main idea of the proposed
NN is taking advantage of HNN’s fast convergence and
K-SOM’s solution quality. For this purpose, CONN uses a feed-
back structure similar to HNN and a competitive training algo-
rithm similar to K-SOM. Consequently, CONN is composed
of a constructive part, which grows the tour and an optimizer
part to optimize it. In the training algorithm, an initial tour is
created first and introduced to CONN. We show that depending
on the number of TSP cities, one of three different algorithms
including the cheapest link, convex hull, and hull through
four outermost cities can be used to generate the initial tour.
Then, CONN is trained in the constructive phase for adding
a number of cities to the tour. Next, the training algorithm
switches to the optimizer phase for optimizing the current tour
by displacing the tour cities. After convergence in this phase,
the training algorithm switches to the constructive phase anew
and is continued until all cities are added to the tour. Finally, we
investigate a relationship between the number of TSP cities and
the number of cities to be added in each constructive phase.

Tour Competitive Layer

Link Competitive Layer

Link Layer

Tour Layer

This paper is organized as follows. In the next section, we
present the proposed basic optimizer NN (BONN). CONN is
presented in Section III as an extension of BONN. Section IV
is devoted to evaluate the performance of CONN compared
to a large number of its counterparts using nine sets of TSP
benchmarks. Finally, conclusions are drawn in Section V.

Notations used in this paper are fairly standard. Boldface
symbols are used for vectors (in lower case letters). We also
have the following notations:

n total number of TSP cities;

m number of cities on the tour (tour cities);

c; ith city;

D(c;,c;) distance function between city pair (c;, c;);
x! output vector of the ¢th neuron in the Ith layer;
ey jth component of the output vector x!;

Pk current tour in the kth step;

ok jth city on the tour in the kth step;

ek energy-function value in the kth step;

Qk set of all tour cities in the kth step;

RE set of all nontour cities in the kth step.

II. BASIC OPTIMIZER NEURAL NETWORK

BONN [35] is considered as an elementary structure of
CONN. It is a simple optimizer NN, which uses a feedback
configuration as well as a competitive training algorithm. In
each step of its training algorithm, BONN improves the current
tour until no further improvement can be achieved (convergence
to the final solution).

A. BONN Structure

Fig. 1 illustrates the BONN structure for a three-city TSP
which includes: 1) the tour; 2) link; 3) link competitive; and
4) tour-competitive layers. Although the output of typical neu-
rons is usually a scalar, the output of each neuron in BONN is
a vector whose content is dependent on the layer. All cities in
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BONN are on the tour, i.e., m = n. This paper addresses the
symmetric TSP, where D(i,5) = D(j,1).

The first layer of BONN (the tour layer) specifies the cur-
rent tour by m neurons, in which the neuron output x} (j=
1,2,...,m) indicates the jth city on the tour. It means that the
current tour is determined by

F =[] = [x1,x3,....x,,] . i=1,2,...,m. (1)

The tour is a closed cycle; hence, the zeroth neuron is the same
as the mth one and the (m + 1)th neuron is the same as the first
one in the layer. As will be shown later, the tour cities in the
first layer are authorized to be displaced between neurons. The
BONN energy function is simply defined as the tour length:

m

ZD

In order to visit each city only once, this energy function is
minimized with the following constraint:

Vi#£ie{l,2,...,m}: le;éle 3)

The training algorithm minimizes the BONN energy function
constrained by (3) in two steps. First, BONN is initialized by an
initial valid tour that satisfies the constraint. Second, the initial
tour is iteratively improved (while satisfying the constraint)
until no further improvement can be achieved.

The second layer (the link layer) also contains m neurons;
each one indicates a tour link which connects two adjacent
cities on the tour. The output of the neurons in this layer is
given by

X)) - 2)

i=12...,m (4

X? = [xilaxiz] = [le,x;+1],

The third layer (the link-competitive layer) has n 4+ 1 neu-
rons. One of them is a threshold neuron whose output is a vector
containing the length of the tour links:

60 = [6] = [D (x].0:%52) ]

The remaining neurons in the third layer are assigned to the
cities in a one-to-one and ordered manner (hereafter, each
neuron is indicated by its corresponding city and vice versa).
In each neuron, the activation value of each link is given by

2 3
X342 )_t
=1,2,.

i=1,2,....,m. (5

vl =D (x3,¢i)+ D(cl,

n,j=12,....,m (6)

where 3 ; indicates the tour length increase due to inserted city
c; between the cities in the jth link [x7 ;, x5 ,]. The output of
each neuron in the third layer is a vector 1ncluding the smallest

activation value and its index:

= Gtk = g 02 v (mip 02))].

JEP;
i=12,...,n (7)
where P; is a set of links excluding c;
P={jli=1,2,....m; X ,,x,#¢}. (8)

In more details, in each neuron of the third layer, a competition
occurs among all of the second-layer neurons and, finally, the
winning neuron-activation value and its corresponding index
are retained as the neuron’s output.

The fourth layer (the tour-competitive layer) also has n + 1
neurons. One of them is again a threshold neuron whose output
is a vector containing the decrease in the tour length due to
removal of each city from the current tour:

tt = [t}], i=1,2,....n 9)

where

D(X?J’ X?,2)+D(X?+1,17 X?+1,2)

4
li= -D (X§,17X?+1,2) X?,ZZX?Jrl,l:ciEQk
0 CiGRk
(10)
where
= {xlli=1,2,...,m} (11)
={cili=1,2,...,n} — Q~. (12)

The remaining neurons in the fourth layer are also assigned to
the cities in a one-to-one and ordered manner (hereafter, each
neuron is indicated by its corresponding city and vice versa).
The activation value of each neuron in this layer is computed
by subtracting its corresponding threshold from its input as
follows:

13)

Indeed, the activation value of the ith neuron indicates the
tour-length increase due to displaced city c; from its current
location to the new location between cities in the link specified
by xf2 A competition is then occurred among the neurons in
this layer, and the neuron with the smallest increase in the tour
length wins:

Wopt = arg <mig (y;*)) . (14)

i€Q

Finally, the outputs of all neurons except the winning one are
set to zero as follows:

i # Wopt - (15)
If the activation value of the winning neuron is negative, its
output will indicate a new location for city c; according to (16).

Otherwise, the NN convergence is achieved and the winning
neuron’s output is set to zero as well:

4

Wopt = xiOpt72(‘0 (V:l)opt) (16)
where ¢(-) is a hard limiter function defined by
1, a<0
pla) = {0, otherwise. (a7)
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TABLE 1
BONN TRAINING ALGORITHM

1. A valid tour satisfying (3) is selected as the initial tour, y°, setting k=0.

2. Outputs of the first layer neurons are initialized using the initial tour as follows:

k R
x}:\llj, j=12,....m

3. NN is iterated once.

(18)

4. If no neuron in the fourth layer wins, NN is converged and the training is over.

5. The winning city in the fourth layer, ¢

Doy

is displaced from its current location to the new location specified by

the winning neuron output. In other words, if <o, is placed in location a on the current tour:

1 _
X, = ca)op‘
then, the new tour is configured as:

F+ _p 1 1 1 11

1 1 1
v —[xl,xz,...,xx:”,xa,xx;., +1,...,xa_l,xaﬂ,...,xm]
opt

opt

6. Set k=k+1 and repeat steps 2-5 until convergence.

(19)

(20

B. BONN Training Algorithm

The BONN training algorithm is summarized in Table I.
Since at each training step only one city is displaced from its
current location, the final tour usually satisfies constraint (3)
like the initial tour. In more details, displacing a city from its
current location to another location neither creates a loop on
the tour nor changes the number of tour cities. Therefore, if the
initial tour satisfies constraint (3), it will be remained satisfied
after each displacement.

C. BONN Convergence Analysis

According to (14), in the kth step of the training algorithm,
the winning neuron wqp; gives xf;opt = p as its output in the
optimizer phase. Furthermore, as stated in (19) in Table I,
the corresponding city c,,, is located in location a on the
current tour. According to (4) and (5), the threshold value
corresponding to the pth link is given by

t2 = D(xp,Xp11)- 1)
Then, using (6) and (7), the output of the neuron wep in the
third layer is obtained as follows:

xiopt,l = D(lewcwom) +D (Cwopwxyloﬂ) -D (X;1;7X;1;+1) :

(22)
Similarly, the threshold value of the neuron wqpt, in the fourth
layer can be computed from (4) and (10) as

4

Wopt D(X}z—lvcwopc) + D(cwopt’xé-‘rl) - D(X(11+17X(11+1)-

(23)
Using (13), the activation value of the neuron wep in the fourth
layer is given by
Visups = (D (%pr Coope) FD (€ Xp 1) =D (%5 Xp41))
—(D(x}_, Cuop)+D (Corypi s Xpy1)—D (x4 1,x4.1)) <0.
(24

According to (2), the value of CONN energy function in the kth
step is given by

ek — Z D (x]l,x}+1) + D (Xlll,l, C“Jopt)
i=1
’ j#a—1l,a,p
+D (Copir Xa 1) + D (%, %11) - (29)

The training algorithm will displace the winning city c,,,,, from
its current location a to the new location between cities in the
link specified by xiopt. This will form the next tour as indicated
by (20) in Table I. Hence, the value of CONN energy function
in the next step £ + 1 will be given by

m

= 15D (xhxl ) | + D (xhew)
=1
! j#a—1,a,p

+ D (CopperXpyq) + D (x4 1,%041) - (26)
Finally, using (24)-(26), we have

Rl ok 4 4

e .
Wopt

27
The above equation states that in each step of the training
algorithm, the energy-function value is updated by adding
zfoOpt to its value in the previous step. According to (16), the
activation value of the winning neuron wgy, in the fourth layer
should be negative; otherwise, the NN convergence is achieved.
Consequently, we may write

eF < b, (28)
It means that the energy function decreases monotonically
during BONN training. Therefore, BONN is stable in the sense
of Lyapunov [36] and will converge to a local minimum.

D. Relation Between BONN and Typical Heuristics

As explained in the previous sections, BONN is trained by
causing a competition among the tour neurons in each step and
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Optimizer Part

Fig. 2. CONN (extended BONN) for a three-city tour among six cities.

displacing the winning city from its current location to a better
location on the tour. In this regard, BONN is algorithmically
similar to the family of 2.5-Opt heuristics [36]. However,
BONN is presented here in the context of NNs, since it uses
a feedback configuration similar to HNN and a competitive
training algorithm similar to K-SOM. Consequently, the com-
putational complexity of the proposed NN is comparable with
typical NNs for TSP. Furthermore, as will be shown in the next
section, BONN is used as an elementary structure to develop
a CONN with the ability to avoid weak local minima of the
energy function. Similar strategy has already been adopted by
other researchers [37] who presented well-known 2-Opt and
3-Opt heuristics in terms of NN. Obviously, NN is just an
appropriate framework for developing the proposed algorithm
and it can be presented and used in different contexts like
typical heuristics.

III. CONSTRUCTIVE-OPTIMIZER NEURAL NETWORK

Similar to all energy-based NNs, BONN is highly sensitive to
the initial conditions and apt to be caught in local minima of its
energy function [35]. Here, a constructive approach is proposed
for the initialization and extension of BONN in order to avoid
weak local minima of the energy function.

As stated in Section II, all cities in BONN are on the tour
(m = n). According to (14), when m < n, the competition in
the fourth layer occurs only among the tour cities (belonging to
the set Q). Consequently, the nontour cities (belonging to the
set R"*) do not take part in the training process. In each step of
the BONN training algorithm, a tour city is displaced from its
current location to a better one. Hence, the number of tour cities
remains fixed at m during BONN training. A question arises
here: How can the tour grow during training? The main idea
behind the proposed CONN is that, in each constructive phase,
a number of cities from the set R* are added to the current tour,
and then, the new tour is optimized by BONN in the optimizer
phase.

Constructive Part

4 L4 L4
X, Xs Xs Tour
Set R I Competitive

Layer

Link
Competitive

Layer

Link Layer

Tour Layer

A. CONN Structure

According to (10), the thresholds of nontour neurons are set
to zero and their activation value is equal to the tour-length
increase due to inserting the corresponding city on the tour.
Consequently, the nontour city with the smallest activation
value in the fourth layer may be the best choice to be added to
the tour. In other words, the winning nontour city in the fourth
layer (belonging to R*) is likely the best choice for inserting on
the current tour.

The above procedure suggests the extension of BONN to a
CONN, as illustrated in Fig. 2. Neurons of the fourth layer
in CONN are divided into two parts: 1) the optimizer part
which consists of tour neurons (Q*) and 2) the constructive
part including nontour neurons (R*). The optimizer and con-
structive parts are in charge of optimizing and growing the tour,
respectively. All the neurons in CONN have the same operation
as in BONN except the neurons in the fourth layer. In this layer,
optimizer part neurons compete with each other according
to (14) to optimize the current tour, while constructive part
neurons compete according to (29) to extend the tour

Weng = arg (min (1/14)) .

(29)
1ERF

Furthermore, the winning neuron output in the constructive part

is obtained by the following:

4 _ .3
Wens,2°

(30)

Wens

Hence

€1y

7 7é Wopts Wens -

B. CONN Training Algorithm

The training algorithm of CONN has two phases including
constructive and optimizer as shown in the block diagram of
Fig. 3. The training algorithm starts with generating an initial
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CONN
Initial tour 7| initialization
creation
m+l—om
Cn=na
m—y
dividable by A?
Yes No Transferring the
winning city from the
set R* to the set 0%,
CONN proceeds
forward through the
optimizer part.

No Has CONN Yes Is m<no Adshngt tl:ﬁ Vinning
converged in city to the tour.
the optimizer No, Yes

phase?
Updating the
current tour
CONN proceeds
Stop forward through the
constructive part.

Fig. 3. Block diagram of CONN training algorithm.

~-city tour as will be explained in Section III-D. Using the
initial tour, the output of the neurons in the first layer is com-
puted according to (18) in Table I, by setting m = . CONN
first extends the tour in the constructive phase. In each step of
this phase, a nontour neuron in the fourth layer wins and its
corresponding city is inserted on the tour as follows:

E4+1_ [k k k k k
P —|:X1,X2,...,Xl,4 s Cvenes Xyt 415+ Xy, (32)

The winning neuron in the fourth layer is consequently dis-
placed from the constructive part (RF) to the optimizer part
(Q%). Obviously, adding a new city to the current tour increases
the number of neurons in the first and second layers (m) by one.
This process is repeated until the number of cities on the tour
augments to m = y + A.

After construction, the training algorithm switches to the
optimizer phase. In each step of this phase, the winning tour
neuron in the fourth layer is displaced from its current location
to a better location on the tour, according to the BONN training
algorithm presented in Table I. This process is repeated until the
NN convergence is achieved in the optimizer phase. Then, the
training algorithm switches again to the constructive phase and
the same procedure is iterated until the tour includes all cities.

C. CONN Convergence Analysis

Since CONN uses the same optimization algorithm as
BONN, its convergence in the optimizer phase can be demon-
strated as in Section II-C. Similar to (27), it can be simply
shown that in each step of the constructive phase, the energy-
function value increases as follows:

R S

Wens

(33)

Since in each step of the constructive phase only one city is
inserted on the tour and the number of cities is finite, this phase
of the training algorithm cannot make the algorithm unstable.
Indeed, the constructive phase initializes the optimizer phase
in each switching stage. Therefore, CONN is also stable in the
sense of Lyapunov as well as BONN and finally converges to a
local minimum.

D. Initial-Tour Generation

The initial tour may significantly affect the CONN per-
formance. CONN uses only local information to grow and
optimize the tour, while the initial tour can provide some global
information for it. We studied three different algorithms to
generate the initial tour: 1) the cheapest link [38]; 2) hull
through four outermost cities [39]; and 3) convex hull [40].
CONN uses one of these algorithms to generate the initial tour
for each TSP, based on the total number of cities as will be
explained in Section IV-B.

1) Cheapest-link algorithm: This algorithm is used to cre-
ate the initial tour by arranging a number of outermost
cities on a tour. According to (34), v outermost cities
{cy,s. ., ¢y } can be found by maximizing the average
intradistance between these cities and all the TSP cities
as well as maximizing the average interdistance between

them in -y steps.
n p
ZlD(Ci»Cj) ZlD(CgaqaCi)
= q:

J
Pp+1= arg | max + )
i€d n p

@Z{l,Q,...,n}_{@lngQa"'

The value of v may depend on the topology and number
of TSP cities. Our simulations resulted in the following

ept. (34
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TABLE 1I
COMPUTATIONAL COMPLEXITY OF CONN EQUATIONS BEFORE AND AFTER EFFICIENT IMPLEMENTATION

Equation Number

Before Efficient Implementation

After Efficient Implementation

8 O(mn) Oo(n)
9 O(mn) Oo(n)
12 O(mn) o(mn)
Other Equations O(n) O(n)
Overall Computational Complexity o) o(n®)

experimental equation to determine ~y as a function of n

for good performance:

v = max (min ([0.032 x n + 6.94],n — 10) ,4). (35)

2) Hull through four outermost cities: This algorithm simply
creates a four-city tour that consists of four outermost
cities (y = 4).

3) Convex hull: This algorithm makes a convex hull as the
initial tour whose vertices are chosen from TSP cities
such that the resultant hull surrounds all the remaining
cities [14]. Obviously, the value of v is determined by the
algorithm and depends on the topology and number of
TSP cities.

E. Computational Complexity

The most computationally complex equations of CONN are
(6), (7), and (10) which are of mn order (Table II). These
equations are used in both constructive and optimizer phases of
CONN. Hence, the overall computational volume of CONN is
O(n?) x K, where K is the total number of CONN iterations.
Suppose that the total number of optimizer phase iterations is
(. Obviously, the number of constructive phase iterations is
n — ~. Hence, the total number of training algorithm iterations
is K =n+ [ —~. As will be demonstrated in Section IV-B,
K is usually smaller than 2n, since we generally have 3 < n.
Therefore, the overall computational complexity of CONN
seems to be of O(n?).

However, in each step of the optimizer phase, only one tour
city is displaced. Consequently, the above equations should
not necessarily be computed for all cities. More specifically,
suppose that the city ¢, , has won in the optimizer phase of the
training algorithm and it has been placed at the location a on the
current tour (x! = Cu.,.)- The next tour will be generated by
displacing the city c,,,, from the location a to the new location
between cities in the link specified by xf,o . on the current tour.
Hence, (10) should be computed only for five cities including
x’; 15 x(’j, ’;_H, X,::g , and x 41 Similarly, if in the
constructive phase theoc;ty Cloone Wl:lS (10) will be computed

k ko
only for three cities including x . and Xy 4o

Therefore, the computational complex1ty of (10) is reduced to
O(n), as shown in the third column of Table II.
In the same manner, (6) should be computed for only five
links including
K2

2 2 2 2
Mope = {xa,l,xa,x% t,x (36)
op

4 )
T, ptJrl

in each step of the optimizer phase and two links including

— 2 2
MCIIS - {Xz4 X “’cns+1}

W(‘xm

(37

in each step of the constructive phase. Hence, the computational
complexity of (6) is also reduced to O(n), as shown in Table II.

Furthermore, efficient implementation of (7) can reduce its
complexity. Note that in each step of the optimizer phase, only
a limited number of v} . are modified. In more details, for the
ith neuron in the third layer if the best link in the previous step
(2} ,) does not change in the current step

X% Mope (38)

we will redefine P; as follows:

Py = Mopt U {xi?‘z} — {]|] = 1,2,...,m;x?71,x?,2 #+ ci}.
(39)

Otherwise, the set P; is computed by (8). Using (39) for all neu-
rons results in the computational complexity of O(n) for (7).
However, (38) may not be satisfied for all cities. Consequently,
using the above efficient implementation, the complexity order
of (7) reduces to o(n?). In the same manner, similar results
can be obtained for the constructive phase. Therefore, the
overall computational complexity of CONN reduces to o(n?),
as shown in Table II and Fig. 7.

F. Example

We give an example to further clarify the CONN operation.
Consider a six-city TSP (n = 6), consisting of the following
cities:

C1= [O, O], Co—= [O, 1], C3— [0, 2], Cy= [1, 2], C5—= [1, 1], Ce— [1, 0]

where each vector indicates the coordinates of the correspond-
ing city in the two-dimensional space. Suppose that the initial
tour is W = [cy, 4, €5, €3, €6, as shown in Fig. 4(a), setting
m = 5and k = 0. Furthermore, the function D(-) computes the
Manhattan distance between each city pair. According to (18)
in Table I, the outputs of the first-layer neurons are determined
as follows:

X% = CQ’X% = C4,Xé = C5,X}L = Cg,Xé = Cg.
Using (11) and (12), Q° and R° are defined as Q° =
{ca,c4,c5,¢3,¢6} and R® = {c;}, respectively. The current
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€3 ¢, G ¢, € ¢,
c, c, ¢ c, ¢, c,

e Cs 6
(a) (b) ©

Fig. 4. CONN operation for solving a six-city TSP. (a) Initial tour with
m = 5 cities. (b) Tour improvement by CONN in the optimizer phase. (c) Tour
growing by CONN in the constructive phase.

value of the energy function is given by (2) as e® =2+ 1 +
243+ 2 = 10. Now, suppose that the NN is trained in the
optimizer phase. The output vectors of the second-layer neurons
are given by (4) as follows:

X:Q),:[C& csl, X?;:[C?” cel, X§=[C6, co.

X%:[C2> cal, ng[c47 cs),

The output vector of the threshold neuron in the third layer is
computed by (5) as t3 = [2,1,2,3,2]. The activation values
of the remaining neurons in this layer are determined by (6)
as follows:

vi =12,4,2,0,0],v5 = [0,2,1,0,0],v3 = [0,2,0,0,2],
vi=10,0,0,0,2],v3 = [0,0,0,0,0],v§ = [2,2,2,0,0].

According to (7), the outputs of these neurons are given by

= [0,4],x3 = [0,1],

=[0,1],x3 = [2,1].

The output vector of the threshold neuron in the fourth layer is
determined by (10) as t* = [0, 2,4, 2, 2, 4]. Then, the activation
values of the fourth-layer neurons are computed by (13) as

—4 fo:—2 V§:—2, yg:—Q.

) )

4 _ 4 _ 4 _
v =0, vg =2, vg =

Therefore, according to (14), the third neuron in the fourth layer
wins (wopt = 3). The outputs of the neurons in this layer are
given by (16), (30), and (31) as

z] =0, x%zO, r3=1, x5 =0, x?):O, zg = 0.

Hence, the city c3 will be displaced from the fourth location to
the second location on the tour [Fig. 4(b)]:

'lbl = [027 C3,Cy4,Cs, 06] .

According to (18) in Table I, the new outputs of the first-layer
neurons will be (setting k£ = 1):

1 1 1 1 1
X] = C2, X9 = C3, X3 = C4, X; = C5, X5 = Cq.

The current value of the energy function is e! = e +1v2 =
10 — 4 = 6 [see (27)]. It can be easily shown that CONN cannot
further improve the current tour and it converges in the opti-
mizer phase. Now, the CONN training algorithm switches to
the constructive phase. In this phase, CONN proceeds forward

in the same manner as in the optimizer phase. The activation
values of the fourth-layer neurons are obtained as follows:

According to (29), the first neuron in the fourth layer wins
(West = 1, acw .. = 9). Using (30)—~(32), we have

’l)bl = [C27C37C4, Cs, C67C1].

It means that the nontour city c; is inserted at the sixth location
of the tour, as shown in Fig 4(c) Now, the current value of
the energy function is e? = e! + uwopt =6+ 0 =6 [see (33)].
At this stage, all cities have been added to the tour. Therefore,
the CONN training algorithm switches to the optimizer phase
again. The training algorithm cannot further improve the tour.

Hence, CONN converges to the final solution.

IV. EXPERIMENTAL RESULTS

The performance of CONN was evaluated using nine sets
of experiments. All the experimental results were obtained by
an AMD ATHLON XP 1.4-GHz PC with 1-GB main memory
using MATLAB environment. For comparing CONN with other
algorithms in terms of CPU time, we scaled the CPU time of
each algorithm by an appropriate scaling coefficient related to
its processing system. Similar to the approach used in [34],
we utilized the results reported in [41] to obtain the scaling
coefficients as shown in Table III. Note that the codes made by
3-GL programming languages such as C/C++, PASCAL, and
FORTRAN are more efficient than M-codes in the MATLAB
interpreter [42]. Nevertheless, we did not consider any scaling
coefficient for comparing MATLAB M-codes with 3-GL codes.
In other words, it is expected to obtain better performance by
implementing our algorithm using an efficient programming
language like C++.

A. Adjusting the CONN Parameters

Our primary experiments were performed on a set of
21 benchmark TSPs taken from a frequently used TSP library
called TSPLIB collected by Reinelt [43]. The number of cities
ranges from 52 (small-scale) to 5915 (large-scale). CONN was
used to solve each problem using five different values for A. For
each A\, CONN was executed ten times to obtain the average
CPU time (7). The percent differences have been computed
using

5 L= Lo

x 100 (40)

opt

where [ and [, are the algorithm and optimal tour lengths,
respectively. Note that for each TSP, CONN gives the same
solution in all runs. Hence, the average percent difference (J)
is equal to each percent difference for CONN, i.e., SCONN =
dconn- The results are shown in Table IV. The best solution
for each benchmark TSP is shown by bold-faced text. As
shown, augmenting the number of TSP cities (n) increases the
appropriate number of cities to be added in each constructive
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TABLE III
SCALING COEFFICIENTS FOR ADJUSTING THE CPU TIME OF CONN COUNTERPART ALGORITHMS WITH RESPECT TO THE CONN CPU TIME

Scaling Coefficients
Counterpart Algorithm Processing System Prog.
Language AMD 1.4-GHz PC AMD 1.4-GHz PC
3GL Prog. Lang. MATLAB

2-Opt, 4-Opt, SA,;, ITS [28] Pentium IIT 900-MHz PC PASCAL 0.32 >0.32

Greedy-LK [50] PentiumPro 200-MHz PC NA 0.07 >0.07

MMAS [25] Sun UltraSparc I Works. C++ 0.24 >0.24

NEA [47] Pentium IIT 866-MHz PC C++ 0.31 >0.31

KD, KL, KG [43] Pentium IIT 700-MHz PC FORTRAN  0.25 >0.25

eISOM, ESOM, Budinich’s SOM [11] Sun UltraSparc 5/270 Works. C++ 0.48 >0.48

Co-Adaptive Net [48] Silicon Graphic O2 Works. FORTRAN 0.42 >0.42

TABLE 1V
CONN SOLUTIONS TO 21 BENCHMARK TSPS FROM TSPLIB FOR FIVE DIFFERENT VALUES OF A. BEST RESULTS ARE INDICATED BY BOLD-FACED TEXT
TSP Optimal A ~max(1,[1/80]) A=max(3,[nf40]) A =max(5,[nf20]) A=max(10,[rf10]) A =max(20,[n/5])
name answer
o% ¥ T I% ¥ T S ¥ T S ¥ T Su ¥ T

berlin52 7627 6.0 1 0.09 | 6.0 3 0.08 | 6.0 5 0.08 | 6.0 10 008 | 7.1 20 0.06
kroA100 21282 26 1 027 || 26 3 022 |[ 2.6 5 022 | 2.6 10 021 | 2.6 20 0.20
kroB200 29437 43 3 053 || 42 5 0.58 | 4.2 10 044 | 4.2 20 041 | 4.2 40 0.35
lin318 42029 7.1 4 12 7.3 8 089 | 7.5 16 0.88 | 8.0 32 075 | 8.4 64 0.70
1d400 15281 5.4 5 1.7 4.6 10 1.3 6.1 20 1.2 6.3 40 1.1 7.1 80 1.0
ali535 202339 | 123 6 3.1 119 13 2.4 126 27 2.0 121 55 1.8 134 110 1.7
d6s57 48912 7.6 8 43 7.6 16 33 8.2 32 2.8 7.1 65 23 7.0 130 2.1
at783 8806 8.2 10 5.4 7.9 20 42 8.0 40 3.5 7.2 80 2.9 8.2 160 2.8
pr1002 259045 | 6.7 12 8.9 6.7 25 6.5 6.9 50 5.1 6.9 100 4.6 7.2 200 3.9
pcbl173 56892 9.1 14 12.1 84 28 8.9 8.9 57 7.0 85 115 6.2 8.9 230 5.6
d1291 50801 11.0 16 12 112 32 9.1 113 65 7.4 11.3 130 6.3 11.0 260 5.6
ul432 152970 | 6.4 18 16 6.4 36 12 6.4 72 9.1 6.4 145 7.6 6.9 290 7.1
11577 22249 105 20 19 105 40 13 7.0 80 11 6.9 160 9.2 9.0 320 8.4
vml748 336556 | 9.2 22 26 9.4 44 18 8.6 87 14 8.8 175 13 8.8 350 12
111889 316536 | 9.3 23 30 8.8 46 21 9.1 95 16 9.1 190 13 104 380 12
d2103 80450 3.1 26 34 3.1 52 25 31 105 18 3.1 210 15 3.1 420 14
pr2392 378032 | 8.4 30 99 77 60 63 7.6 120 46 7.4 240 38 7.5 480 34
pcb3038 137694 | 7.8 35 370 7.7 71 59 7.4 152 41 7.4 305 35 7.3 610 32
13795 28772 12 41 132 119 82 88 9.9 185 66 9.6 370 55 9.4 740 50
fnl4461 182566 | 7.9 55 233 7.9 111 144 7.6 222 105 7.6 445 88 7.6 890 76
115915 565530 | 13.0 98 398 12.7 197 254 12.7 295 234 12.6 590 179 12.8 1180 154
Average 8.0 7.8 7.7 7.6 8.0

phase ()\,). As illustrated in Fig. 5, the following equation can
be fitted for determining A\, as a function of n:

Ao = max ([38 x (Inn)* — 631 x (Inn)*

+3476.9 x (Inn) — 6334],10). (41)

B. CONN Performance on TSPLIB Problems

The second set of experiments was performed on 91 bench-
mark TSPs from TSPLIB with 14-5923 cities. CONN was ex-
ecuted for each TSP with three different initial-tour generation
algorithms including the cheapest link, convex hull, and hull
through four outermost cities. The results are listed in Table V.
For each benchmark problem, the first four columns of this
table are: 1) the TSP name; 2) number of cities (n); 3) optimal
tour length (optimal solution) as reported in TSPLIB; and
4) appropriate number of cities to be added in each constructive
phase (\,) as given by (41), respectively. For each initial-tour

1200

1000

800

600

Lambda

400

200

log(n)

Fig. 5. Number of cities to be added in each constructive phase (\) versus
the number of cities (in the logarithmic scale) for 21 benchmark TSPs from
TSPLIB. The CPU time has been fitted by a cubic polynomial.
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TABLE V
CONN SoOLUTIONS TO 91 BENCHMARK TSPS FROM TSPLIB USING THREE DIFFERENT ALGORITHMS FOR GENERATING THE INITIAL TOURS.
BEST RESULTS ARE INDICATED BY BOLD-FACED TEXT. FOR EACH TSP, CONN CHOOSES ONE OF THESE ALGORITHMS BASED ON THE
NUMBER OF CITIES (n). FINAL CONN SOLUTIONS ARE INDICATED BY GRAY BACKGROUND
TSP . Optimal Cheapest Link Convex Hull Hull Through Four Outermost Cities
INatie Solution 50y B K TGsec) | 500y B K T(ec) | 56 B K T (sec)
burmald 14 3323 10 0.0 4 2 12 0.01 0.0 5 2 11 0.01 0.0 2 12 0.01
ulyssesl6 16 6859 10 0.23 6 4 14 0.02 0.23 7 3 12 0.01 0.23 6 18 0.02
arl7 17 2085 10 0.0 7 4 14 0.02 — — — — — 3.07 5 18 0.03
ar2l 21 2707 10 0.0 8 4 17 0.02 —_ — — — —_ 2.77 4 21 0.02
ulysses22 22 7013 10 0.0 8 9 23 0.03 0.0 7 5 20 0.03 0.0 8 26 0.03
24 24 1272 10 1.10 8 4 20 0.03 — — — — — 1.10 4 24 0.04
fri26 26 937 10 0.0 8 5 23 0.03 — — — — — 235 6 28 0.04
bayg29 29 1610 10 0.87 8 6 27 0.03 0.87 7 6 28 0.03 0.87 6 31 0.04
bays29 29 2020 10 0.69 8 5 26 0.03 0.69 7 6 28 0.03 0.69 7 32 0.04
dantzigd2 42 699 10 2.43 9 9 42 0.05 2.43 8 8 42 0.05 6.58 10 48 0.06
swiss42 42 1273 10 2,91 9 9 42 0.06 — — — — — 7.46 12 50 0.06
att4s 48 10628 10 2.17 9 6 45 0.06 2.17 11 6 43 0.05 2.58 6 50 0.06
ar48 48 5046 10 1.51 9 7 46 0.06 —_— — — = = 1.51 7 46 0.06
hk48 48 11461 10 2.16 9 11 50 0.07 = = = = —_ 2.16 11 55 0.07
eil51 51 426 10 2.58 9 9 51 0.06 2.58 9 8 50 0.06 2.58 9 56 0.07
berlins2 52 7542 10 8.18 9 14 57 0.07 6.03 8 10 54 0.07 8.76 12 60 0.07
brazil58 58 25395 10 0.22 9 13 62 0.09 — — — — _ 5.13 18 72 0.09
5t70 70 675 10 2.96 10 13 73 0.09 3.70 10 10 70 0.09 341 10 76 0.10
eil76 76 538 10 5.02 10 15 81 0.10 5.02 10 15 81 0.11 5.02 19 91 0.12
P76 76 108159 10 4.34 10 14 80 0.11 4.90 7 11 80 0.10 4.34 12 84 0.11
2196 96 55200 10 3.61 10 15 101 0.13 3.61 11 16 101 0.14 4.77 18 110 0.16
rat99 99 1211 10 0.33 11 17 105 0.14 0.50 14 18 103 0.14 0.50 19 114 0.16
kroA100 100 21282 10 2.57 11 29 118 0.16 257 12 21 109 0.16 2.57 28 124 0.18
kroB100 100 22141 10 2.60 11 19 108 0.15 2.60 13 17 104 0.14 2.60 21 117 0.16
kroC100 100 20749 10 1.53 1.1 22 111 0.15 1.53 11 17 106 0.14 1.53 20 116 0.16
kroD100 100 21294 10 1.42 11 13 102 0.14 142 14 13 99 0.13 1.73 18 114 0.16
kroE100 100 22068 10 1.97 11 18 107 0.15 2.14 14 17 103 0.14 437 18 114 0.15
1d100 100 7910 10 3.59 11 23 112 0.16 3.59 11 22 111 0.15 4.46 26 122 0.17
eil101 101 629 11 5.09 11 19 109 0.15 5.88 10 15 106 0.14 4.61 21 118 0.17
lin105 105 14379 14 0.38 11 18 112 0.15 0.38 13 17 109 0.15 0.38 20 121 0.17
prlo7 107 44303 15 277 11 10 106 0.14 2.77 24 9 92 0.12 2.77 10 113 0.15
arl20 120 6942 22 3.39 11 19 128 0.19 5.68 12 16 124 0.18 4.84 19 135 0.20
pri24 124 59030 24 1.74 11 13 126 0.19 1.74 27 14 111 0.16 1.74 13 133 0.19
bier127 127 118282 25 | 245 11 23 139 0.20 |L2.45 10 23 140 0.21 Ls.o7 21 144 0.21
Average of the Above Solutions 2.08 (32) 2.52(20) 3.02 (18)
ch130 130 6110 26 4.88 12 24 142 0.24 6.01 10 21 141 0.21 4.66 21 147 0.22
prl36 136 96772 27 2.79 12 15 139 0.21 2.27 26 18 128 0.19 2.92 15 147 0.22
arl37 137 69853 28 5.67 12 24 149 0.22 4.69 8 18 147 0.21 8.07 28 161 0.24
prid44 144 58537 29 234 12 15 147 0.22 2.34 10 18 152 0.22 4.12 16 156 0.24
ch150 150 6528 30 5.50 12 23 161 0.25 3.29 15 21 156 0.24 5.35 22 168 0.26
kioA150 150 26524 30 5.17 12 21 159 0.25 4.78 15 23 158 0.24 5.76 27 173 0.26
kioB150 150 26130 30 3.09 12 25 163 0.25 3.09 11 25 164 0.26 21 167 0.26
prls2 152 73682 30 0.79 12 22 162 0.25 0.79 13 23 162 0.25 23 171 0.26
sil75 175 21407 31 1.07 13 21 183 0.30 — o — — — 29 200 0.32
ratl95 195 2323 31 5.64 14 17 198 0.32 5.64 17 17 195 0.32 21 212 0.34
d198 198 15780 31 10.1 14 49 233 0.39 4.16 8 36 226 0.36 30 224 0.37
kroA200 200 29368 31 5.16 14 36 222 0.37 5.66 11 31 220 0.37 33 229 0.38
kroB200 200 29437 31 4.50 14 33 219 0.37 4.24 17 31 214 0.36 34 230 0.38
tsp225 225 3916 30 5.54 15 49 259 0.45 6.87 8 43 260 0.45 47 268 0.46
pr226 226 80369 30 235 15 20 231 0.39 1.93 19 21 228 0.39 21 243 0.41
pr264 264 49135 28 3.58 16 47 295 0.57 3.58 16 40 288 0.54 40 400 0.56
280 279 2579 29 4.81 16 48 312 0.60 4.07 38 29 271 0.50 30 306 0.60
pr299 299 48191 27 4.85 17 48 330 0.65 4.80 22 46 323 0.68 48 343 0.71
1d400 400 15281 26 577 20 85 465 115 6.37 14 75 461 112 81 477 1.19
f1417 47 11861 27 4.54 21 69 465 115 4.62 32 68 453 1.06 66 479 115
prd39 439 107217 28 6.24 21 71 489 1.20 6.03 13 73 499 120 70 505 1.23
pebdd2 442 50778 28 572 21 82 503 1.28 57 37 67 472 122 57 495 127
d493 493 35002 31 6.27 23 113 583 1.59 5.83 9 104 588 1.50 107 596 1.55
att532 532 27686 35 5.84 24 101 609 1.81 5.66 12 99 619 1.86 107 635 1.96
si535 535 48450 35 145 24 40 551 1.60 — — — — — 48 579 1.68
us74 574 36905 39 6.11 26 115 663 1.93 11 115 678 2.01 116 686 2.04
1ats75 575 6773 39 7.84 26 83 632 1.90 19 88 644 1.92 84 655 1.86
p654 654 34643 49 441 28 88 714 221 55 72 671 2.10 89 739 243
657 657 48912 50 7.74 28 127 756 2.40 10 117 764 2.45 130 783 2.53
u724 724 41910 60 7.61 30 131 825 3.65 25 121 820 2.78 123 843 2,94
1at783 783 8806 70 7.59 32 133 884 3.20 ‘ 20 97 860 3.8 118 897 342
Average of the Above Solutions 5.00 (10)
dsj1000 1000 18660188 111 | 8.73 39 218 1179 4.83 16 216 1200 4.90 236 1232 5.16
pr1002 1002 259045 111 | 6.94 39 174 1137 437 23 167 1146 4.38 162 1160 4.38
511032 1032 92650 117 0.91 40 14 1006 4.79 — — — — — 14 1042 5.09
ul060 1060 224094 123 7.79 41 185 1204 5.04 7.72 24 171 1207 4.92 183 1239 4.99
vmnl084 1084 239297 128 | 941 42 153 1195 5.46 9.08 13 140 1211 533 133 1213 5.63
pebll73 1173 56892 147 | 8.90 45 205 1333 592 9.10 15 214 1372 591 192 1361 5.93
d1291 1291 50801 174 | 10.8 48 88 1331 6.60 111 13 94 1372 6.47 89 1376 6.45
111304 1304 252948 177 | 12.6 49 138 1393 6.83 12,9 19 143 1428 6.76 122 1422 7.12
111323 1323 270199 181 | 9.6 49 160 1434 7.10 104 14 166 1475 7.20 155 1474 7.20
nwl37?9 1379 56638 194 | 672 51 224 1552 7.42 6.06 19 226 1586 8.02 216 1591 7.66
111400 1400 20127 198 | 438 52 98 1446 6.8 3.89 32 78 1446 6.70 4.19 75 1471 7.11
ul432 1432 152970 206 | 6.47 53 157 1536 7.12 6.56 11 128 1549 7.01 6.62 141 1569 7.26
11577 1577 22249 240 9.65 57 142 1662 9.87 9.16 85 201 1693 8.89 8.76 177 1750 10.6
d1655 1655 62128 258 8.28 60 180 1775 11.0 8.29 40 215 1830 11.4 7.72 225 1876 11.8
V1748 1748 336556 280 | 9.23 63 251 1936 14.0 8.55 26 243 1965 12.4 8.36 241 1985 124
ul817 1817 57201 297 | 9.73 65 180 1932 10.8 9.04 31 181 1967 113 9.73 181 1994 112
111889 1889 316536 314 | 104 67 161 1983 124 9.59 20 144 2013 124 103 157 2042 15.5
d2103 2103 80450 365 | 3.10 74 196 2225 17.8 3.03 12 141 2232 16.3 2.67 194 2293 16.8
u2152 2152 64253 376 | 9.05 76 220 2296 14.9 8.50 94 270 2328 16.4 7.95 255 2403 155
u2319 2319 234256 426 | 3.08 81 182 2420 16.7 3.14 50 153 2422 16.2 3.55 183 2498 16.8
pr2392 2392 378032 433 9.37 83 408 2719 20.2 9.11 48 368 2712 19.4 8.92 386 2774 20.0
pcb3038 3038 137694 584 8.04 104 495 3429 344 7.30 10 506 3534 328 7.65 514 3548 332
113795 3795 28772 752 | 9.66 128 188 3855 482 9.31 32 196 3959 53.4 9.36 157 3948 51.1
fnl4461 4461 182566 894 | 7.94 149 696 5008 733 7.64 21 680 5120 73.5 7.44 721 5178 74.1
115915 5915 565530 1183 | 13.1 195 625 6345 143.1 12.8 14 588 6489 139.4 111 659 6570 1375
115934 5934 556045 1187 | 13.1 196 690 6428 1347 | 122 15 745 6664 1399 [ 132 636 6566 135.5
Average of the Above Solutions 8.35(8) 8.41(8) 8.22 (10)
Total Average 4.87 (50) 5.22 (47) 5.22(37)
4.72

Total Average for CONN
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Fig. 6. K /n ratio for 91 benchmark TSPs from TSPLIB.

generation algorithm, the subsequent columns give the CONN
percent difference (6 = &), number of cities on the initial
tour (), number of optimizer phase iterations (), number
of total CONN iterations (K), and average CONN CPU time
per run, respectively. As shown, the cheapest-link algorithm
gives the best average results. More specifically, the cheapest-
link algorithm provides the best performance for TSPs with
n < 130. The convex-hull algorithm performs better for 130 <
n < 900. Finally, the hull through four outermost cities is more
appropriate for 900 < n. If TSP cities’ coordinates are not
strictly specified, the convex-hull algorithm cannot be used
for the initial-tour generation. In these cases, the cheapest-link
algorithm may be used. In the experiments reported hereafter,
the above criteria were used to generate the CONN initial tour.
The CONN solutions using this arrangement of algorithms are
indicated in Table V by gray background.

As shown in Table V, for all benchmark TSPs, we have
B/n < 0.5 and consequently K/n < 1.5 (Fig. 6). Hence, ac-
cording to the discussion presented in Section III-E, the overall
computational order of CONN is o(n?).

Fig. 7 shows the CONN CPU time versus the number of cities
for all benchmark TSPs. In this figure, the CPU time versus
n has been fitted to a polynomial whose degree is less than
three (2.7).

As illustrated in Fig. 8, the solution qualities of CONN are
between 0.0% and 14% for all benchmark TSPs. Furthermore,
CONN gave the optimal solutions for five benchmark TSPs.

C. Comparing With Computationally Complex Algorithms

In this section, we compared CONN with several nonneural
computationally complex algorithms. First, the performance of
CONN was compared with those of 2-Opt and 4-Opt heuristics,
an accurate variant of SA (SA;), and iterated tabu search
(ITS), which were reported in [28]. The third set of experi-
ments was performed on ten benchmark TSPs from TSPLIB
with 99 (small-scale) to 493 cities (medium-scale). The results
are given in Table VI. CONN gave shorter tours than 2-Opt
heuristic and converged several times faster than it. However,
CONN caused 0.7%, 3.6%, and 3.7% suboptimalities with
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Fig. 7. CONN CPU time versus the number of cities for 91 benchmark TSPs

from TSPLIB. The CPU time has been fitted by a polynomial whose degree is
less than three (2.7).
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Fig. 8. CONN percent difference versus the number of cities for 91 bench-
mark TSPs from TSPLIB.

respect to 4-Opt heuristic, SA;, and ITS, respectively, and
converged significantly faster than all of them. In more details,
the computational complexity of these counterpart algorithms
is O(n?) x K, where K is the total number of tour generations
(iterations). As shown in Table VI, their CPU time as well
as K increased rapidly by augmenting the number of cities.
In other word, K increased as a function of n!, where [ > 1.
Hence, the overall computational complexity of these nonneural
approaches is 2(n3). Therefore, CONN rapidly outstrips them,
since its computational complexity is o(n?). For example, to
solve d198, CONN converged five and 1440 times faster than
2-Opt and 4-Opt heuristics, respectively. Another example is
d493, for which CONN converged 85 and 240 times faster than
SA; and ITS. Fig. 9 illustrates these results in more details by
comparing the CPU times of CONN and SA; for 64 bench-
mark TSPs from TSPLIB (the fourth set of experiments) with
14493 cities.

The fifth set of experiments was performed on 14 benchmark
TSPs from TSPLIB with 5324461 cities in order to compare
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TABLE VI
EXPERIMENTAL RESULTS OF CONN, 2-OPT HEURISTIC, 4-OPT HEURISTIC, SA1, AND ITS FOR TEN BENCHMARK TSPS FROM TSPLIB.
CONN Is COMPARED WITH THESE COUNTERPARTS IN TERMS OF THE AVERAGE PERCENT DIFFERENCE, AVERAGE CPU TIME,
AND COMPUTATIONAL COMPLEXITY. BEST RESULTS ARE INDICATED BY BOLD-FACED TEXT
CONN 2-Opt 4-Opt SA; ITS
TSP Optimal = CPU = CPU = CPU 5 CPU = CPU
name solution o Time g Time o Time g Time 4 Time

rat99 1211 0.33 0.1 4.5 0.2 3.0 15 0.0 4.2 0.0 0.3
prl52 73682 0.8 0.3 0.8 0.9 0.8 122 0.2 8.0 0.0 5.1
sil75 21407 1.1 0.3 0.5 12 0.2 288 0.0 9.9 0.0 3.5
rat195 2323 5.6 0.3 7.5 1.6 34 544 0.2 12 0.0 48
d198 15780 42 04 22 1.9 13 576 0.1 13 0.0 19
pr264 49135 3.6 0.5 4.9 5.1 — — 0.1 21 0.0 6.7
a280 2579 4.1 0.5 6.7 6.1 — — 0.0 25 0.0 8.0
1d400 15281 6.4 1.1 6.6 30 — — 0.5 70 0.2 179
pcb442 50778 58 1.2 7.1 38 — — 0.6 80 04 163
d493 35002 6.0 1.2 5.6 54 — — 0.6 102 0.3 288
Average § (é_'CONN) m 4.6 (3.8) 1.7 (2.9) 0.2 (3.8) 0.1(3.8)

Comp. Complexity o(n’) Q(n?) Q) Q) Q)

T Solution qualities of 2-Opt, 4-Opt, SA,;, and ITS were quoted from Ref. [28] while their CPU time was scaled by 0.32

(see Table 3).
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Fig.9. Comparing CONN with SA; for 64 benchmark TSPs from TSPLIB in
terms of CPU time. The CPU time of SA1 was scaled by 0.32 (see Table III).

the performances of CONN and three nonneural computation-
ally complex algorithms including: 1) greedy Lin—Kernighan
(Greedy-LK) [44]; 2) max-min ant system (MMAS) [25];
and 3) an evolutionary algorithm called NEA that utilizes the
natural crossover operator [30]. These algorithms are among
the most accurate algorithms for TSP. According to Table VII,
CONN resulted in significant efficiency improvement and
caused 8.1%, 8.3%, and 6.3% suboptimalities with respect to
Greedy-LK, MMAS, and NEA, respectively. It can be easily
shown that the computational complexity of these counterparts
may be also (n3); hence, CONN outstrips them quickly. For
example, to solve f13795, CONN converged 18 times faster
than Greedy-LK. Another example is fl1577, for which CONN

converged 65 times faster than MMAS. The final example is
fnl4461, where CONN converged 37 times faster than NEA.

Note that classical well-known heuristics like Greedy-LK
may result in better performance in some problems by ex-
tensively tweaking and tuning the algorithm [44]. However,
CONN is based on a much simpler and more general-purpose
approach. In other words, CONN is not a tool to compete with
designer algorithms [36]. Nevertheless, the above experimental
results demonstrated that CONN can converge several times
faster than such heuristics while providing a reasonable percent
difference in the solution quality.

D. Comparing With Computationally Comparable Algorithms

Table VIII compares CONN with several well-known heuris-
tics including nearest neighbor, greedy, Clarke—Wright, and
Christofides whose computational complexities were reported
in [36]. As shown, CONN has a competitive computational
complexity with respect to these algorithms. However, as il-
lustrated in Fig. 8, it is apparent that CONN’s result extrap-
olates to being more than 10% above optimal for n > 104,
In this case, Christofides may give better results compared to
CONN [36].

In the following experiments, we compared CONN with
several state-of-the-art NNs, including KNIES NNs [45],
Budinich’s SOM [16], ESOM [14], eISOM [11], Co-Adaptive
Net [34], and multivalued Hopfield network (MVHN) [37] as
well as a computationally comparable variant of SA (SA) [14].
These algorithms have comparable computational complexities
with respect to CONN. However, it was claimed that KNIES
NN had been the most efficient NN formerly presented in the
literature for TSP [45], [46]. Similarly, ESOM [14] and eISOM
[11] were introduced as the most accurate NNs for TSP. Also,
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TABLE VII
EXPERIMENTAL RESULTS OF CONN, GREEDY-LK, MMAS, AND NEA FOR 14 BENCHMARK TSPS FROM TSPLIB. CONN Is COMPARED
WITH THESE COUNTERPARTS IN TERMS OF THE AVERAGE PERCENT DIFFERENCE, AVERAGE CPU TIME, AND
COMPUTATIONAL COMPLEXITY. BEST RESULTS ARE INDICATED BY BOLD-FACED TEXT

CONN Greedy-LK MMAS NEA

TSP Optimal
name solution 5 C.PU 3 C.PU S C?U S C_PU

Time Time Time Time
att532 27686 57 1.9 0.0 6.4 0.1 93 0.0 52
gr666 294358 10.8 3.1 0.0 49 - — — —
rat783 8806 7.8 3.2 0.0 32 — — — —
dsj1000 18660188 8.7 5.2 — — — — 0.0 345
pr1002 259045 7.6 4.4 0.0 78 — — — —
ul060 224094 7.5 5.0 — — 0.3 619 — —
pcbl173 56892 9.2 5.9 — — 0.1 773 — —
d1291 50801 113 6.5 — — 0.0 455 — —
11577 22249 8.8 11 — — 0.3 720 — —
d2103 80450 2.7 17 —_ —_ _ — 0.0 141
u2152 64253 7.9 16 0.2 350 — — — —
pcb3038 137694 7.6 33 — — — — 0.0 538
13795 38772 9.4 51 0.1 944 — — — —
fnl4461 4461 74 74 — — — — 0.0 2738
Average §(Sconn) 80 0.1(8.2) 0.2 (8.5) 0.0 (6.3)
Comp. Complexity o(n’) a(n’) a(n®) an’)

T Solution qualities of Greedy-LK, MMAS, and NEA were quoted from Refs. [44], [25], and [45], respectively, while their CPU time was scaled by 0.07,

0.24, and 0.31, correspondingly (see Table 3).

TABLE VIII
COMPARING CONN AND SEVERAL WELL-KNOWN HEURISTICS INCLUDING NEAREST NEIGHBOR, GREEDY,
CLARKE-WRIGHT, AND CHRISTOFIDES IN TERMS OF THE COMPUTATIONAL COMPLEXITY

Algorithm Computational Complexity
CONN o(n®)

Nearest Neighbor O(nz)

Greedy o(n*lo gn)

Clarke-Wright o(n* o 1)

Christofides Q™)

Co-Adaptive Net was proposed as a neural approach with better
performance than other NNs in terms of accuracy and/or CPU
time [34].

The basic idea of KNIES NNs is dispersing output neurons
after SOM learning to make their statistics equal to that of
some cities. If all cities participate, it leads to the global ver-
sion, KNIES_TSP_Global (KG). If only the represented cities
are involved, it leads to the local version, KNIES_TSP_Local
(KL). KNIES_DECOMPOSE (KD) first decomposes large-
scale TSPs by clustering cities using the learning vector quan-
tization approach. It then uses KNIES_TSP_Global to find a
tour among the cluster centers. Finally, it glues the Hamiltonian
paths, which are computed by KNIES_HPP_Global [47] for
each cluster. Budinich’s SOM is an effective implementation
of the traditional SOM that maps each city onto a linear or-
der without ambiguity [16]. ESOM incorporates the neighbor-

hood preserving and convex-hull properties of TSP to generate
shorter tours than Budinich’s SOM and CEN [14]. Furthermore,
eISOM optimally integrates the above two-TSP properties used
in ESOM with the mechanism of dragging excited neurons
toward the input cities [11]. Finally, Co-Adaptive Net involves
not only unsupervised learning to train neurons but also allows
neurons to cooperate and compete among themselves depend-
ing on their situation [34].

The sixth set of experiments was conducted on 37 benchmark
TSPs from TSPLIB with 51-5934 cities. Table IX lists the
results of CONN and its nine counterparts. The best solution
for each benchmark problem is shown by bold-faced text. It
may be observed from Table IX that all algorithms can generate
good tours. The range of CONN solution qualities is at least
1.7% less than those of its counterparts except eISOM. Fur-
thermore, CONN produced a superior average solution quality
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TABLE IX
COMPARING CONN AND ITS NINE COUNTERPARTS INCLUDING SA2, KD, KL, KG, BUDINICH’S SOM, ESOM, eISOM,
CO0-ADAPTIVE NET, AND MVHN FOR 37 BENCHMARK TSPS FROM TSPLIB IN TERMS OF THE SOLUTION
QUALITY AND COMPUTATIONAL COMPLEXITY. BEST RESULTS ARE INDICATED BY BOLD-FACED TEXT

~ w g Z

% 8¢ 8 2 z = A gz 2 z TBRE
: =5 2 % ! &8 2§ 2 ¢ &F 3%
g S B - == £ c £ g8 <%
o [ < é g‘
cil51 426 2.6 2.3 3.5 2.9 2.9 3.1 2.1 2.6 29 7.0
st70 675 3.0 23 3.7 15 23 17 2.1 1.7 7.8
€il76 538 5.0 5.5 6.5 5.0 5.5 53 3.9 — 4.4 9.4
2r96 55209 3.6 4.1 — — — 2.1 1.0 0.8 — —
rd100 7910 3.6 33 4.9 21 2.6 3.2 2.0 — 3.6 10.0
kroA100 21282 2.6 59 — — — 3.7 1.0 0.6 1.3 139
eil101 629 5.1 5.7 6.8 4.7 5.6 5.2 3.4 3.6 3.8 10.1
1in105 14379 0.38 1.9 2.2 2.0 1.3 1.7 0.25 — 1.1 8.3
prl07 44303 2.8 1.5 10.8 0.73 0.42 1.3 1.5 — 4.4 6.1
pri24 59030 1.7 1.3 32 0.08 0.49 1.6 0.67 — 2.9 6.1
bier127 118282 2.5 3.5 5.8 2.8 3.1 3.6 1.7 — 3.0 9.1
prl36 96772 2.3 4.9 1.9 4.5 5.2 52 43 — 4.7 9.9
erl37 69853 4.8 8.5 — — — 8.6 43 3.2 —_ —_
kroA150 26524 3.5 43 — — — 44 2.0 18 3.1 —
prls52 73682 0.79 2.6 3.2 0.97 1.3 2.0 0.89 — 2.1 5.6
rat195 2323 5.6 13.3 8.4 12.2 11.9 115 7.13 — 7.5 12.2
kroA200 29368 5.7 5.6 5.7 5.7 6.6 6.1 2.9 1.6 33 —
1in318 42029 7.3 7.6 - — - 8.2 4.1 21 43 —
pcbd42 50778 5.8 9.2 8.0 11.1 10.4 8.4 7.4 6.1 7.6 12.8
att532 87550 5.7 54 6.2 6.7 6.8 5.7 5.0 3.4 53 —
p654 34643 4.1 — 5.0 — 5.6 — — — 4.6 —
rat783 8806 7.8 — 9.1 — 9.6 — — — 6.6 —_
pr1002 259045 7.6 6.0 7.1 — 7.6 8.8 6.4 4.8 53 —
pcb1173 56892 9.2 11.1 12.7 — — 114 9.9 —_ 9.6 —_
d1291 50801 113 — 16.4 — — — — — 12.0 —
11323 270191 109 — 13.8 — — — — — 11.8 —
11400 20127 4.1 4.7 6.0 — — 5.6 4.1 — 43 —
ul432 152970 6.6 — 9.0 — — — — — 6.3 —
11577 22249 8.8 — 14.3 — — — — — 144 —
d1655 62128 7.7 13.2 12.3 — — 15.2 114 — 10.1 —
vm1748 336556 8.4 7.9 8.6 — — 10.2 73 — 6.8 —
pr2392 378032 8.9 8.2 115 — — 103 8.5 6.4 7.9 —
pcb3038 137694 7.6 — 12.6 — — — — — 8.9 —
13795 28772 9.4 — 15.6 — — — — — 14.9 —
fnl4461 182566 7.4 —_ 16.3 —_ —_ —_ — — 6.6 —
15915 565530 111 —_ 19.5 —_ —_ —_ —_ — 14.8 —_
r15934 556045 13.2 — 18.9 — — — — — 14.0 —
AVerage §(5-on) 5.9 58(4.6) 9.0(6.1) 423.5) 50@.0) 594.6) 4046 3.1(53) 65(6.0) 92@3.1)
Computational Complexity  o(n°) on’y o@y om) ow> ox® ow) or) ow)  wpn)

T Solution qualities of the algorithms indicated by superscripts a, b, ¢, d and e are quoted from Refs. [14], [11], [46], [34] and [37], respectively.

than its counterparts except ESOM and eI[SOM. In more de-
tails, CONN provided 1.2%, 2.9%, 0.7%, 1.0%, 1.3%, 0.5%,
and 6.1% improvements over SAs, KD, KL, KG, Budinich’s
SOM, Co-Adaptive Net, and MVHN (two optimal), respec-
tively. Although CONN caused 0.6% and 2.2% suboptimalities
with respect to ESOM and eISOM, respectively, it converged
significantly faster than both, as will be further demonstrated.
Moreover, CONN provided the best solution for 13 benchmark
TSPs. CONN has a smaller computational complexity than
those of its counterparts; hence, it eventually outstrips them,
as demonstrated in the following experiments.

The seventh set of experiments were performed to compare
the CPU time of CONN, Budinich’s SOM, and ESOM [14]
for 20 benchmark TSPs from TSPLIB. The number of cities
in these benchmark problems is between 51 and 1748. As
illustrated in Fig. 10, CONN converged, at least, ten times
faster compared to its counterparts for all benchmark TSPs.
Regarding the solution qualities reported in Table IX, CONN
performed significantly better than Budinich’s SOM and
ESOM. The execution time of eISOM is about 1.6 times longer
than those of ESOM and Budinich’s SOM [11]. Consequently,
CONN is more efficient than eISOM, ESOM, and Budinich’s
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Fig. 10. Comparing CONN with Budinich’s SOM and ESOM for 20 bench-
mark TSPs from TSPLIB in terms of CPU time. The CPU time of Budinich’s
SOM and ESOM was scaled by 0.48 (see Table III).
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Fig. 11. Comparing CONN with Co-Adaptive Net for 20 benchmark TSPs

from TSPLIB in terms of CPU time. The CPU time of Co-Adaptive Net were
scaled by 0.42 (see Table III).

SOM. For example, the CPU time of CONN, Budinich’s
SOM, ESOM, and eISOM are 12, 218, 228, and (about) 365 s,
respectively, for vim1748.

The eighth set of experiments was run to compare CONN
with Co-Adaptive Net in terms of CPU time for 20 benchmark
TSPs from TSPLIB with 100-5934 cities. As shown in Fig. 11
and Table IX, CONN beats Co-Adaptive Net in terms of CPU
time and solution quality.

The last set of experiments was mainly designed to compare
CONN with KNIES NN including KD, KL, and KG in terms
of CPU time for 18 benchmark TSPs from TSPLIB with
51-1002 cities. The experimental results illustrated in Fig. 12
and Table IX demonstrate that CONN beats KL in terms of
both CPU time and solution quality. KG converged faster than
CONN for TSPs with n < 442. However, for larger n, CONN
outstripped it since its computational order is smaller than KG.
Although CONN converged slower than KD, it provided 2.9%
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Fig. 12.  Comparing CONN with KNIES NN including KD, KL, and KG for
18 benchmark TSPs from TSPLIB in terms of CPU time. The CPU time of
KNIES NNs was scaled by 0.25 (see Table III).

quality improvement over that (Table IX). Furthermore, the
computational complexity of CONN is smaller than KD and it
eventually outstrips KD for TSPs with larger size. Generally,
among KNIES NNs, KL is the slowest NN with the highest
accuracy, while KD is the fastest one with the poorest solution
quality.

V. CONCLUSION

In this paper, we proposed a constructive-optimizer NN
called CONN for TSP. The main purpose of designing CONN
is to obtain a fast method while achieving near to optimal
solution quality. CONN uses a feedback-type structure sim-
ilar to HNN and a competitive training algorithm similar to
K-SOM. The main idea behind the CONN training algorithm
is as follows. CONN is first initialized by an initial tour. Then,
it grows and optimizes the current tour until all cities are
added. CONN utilizes three different algorithms including the
cheapest link, convex hull, and hull through four outermost
cities for generating the initial tour. For each TSP, it chooses
one of these algorithms depending on the number of TSP cities.
Furthermore, CONN provides competitive efficiency compared
to the previously introduced NNs for TSP. Its computational
intensity is less than o(n?3).

CONN was compared with several computationally complex
algorithms including 4-Opt heuristics, SA1, ITS, Greedy-LK,
MMAS, and NEA for performance evaluation. Although these
algorithms slightly outperformed CONN in terms of accuracy,
their computational complexity was several times larger which
limits their applications.

The CONN performance was also compared with those of
several computationally comparable NNs, including KNIES
NNs, Budinich’s SOM, ESOM, eISOM, Co-Adaptive Net, and
MVHN as well as SA,. These state-of-the-art NNs were out-
performed by CONN in terms of accuracy and/or CPU time.
It provided a better compromise between the CPU time and
solution quality.
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CONN uses a competitive training algorithm based on the
minimum added tour-length criterion. Its performance can be
improved by considering other criteria such as the shortest link
for growing and optimizing the tour in the training algorithm.
Moreover, the initial tour has an important role in the CONN
performance. Hence, extending the CONN training algorithm
as well as its structure to include other criteria and improving
the initial tour may result in better CONN performance in terms
of both time and accuracy.
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