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ABSTRACT 

Wireless Multimedia Sensor Networks (WMSNs) undergo congestion when a link (or a node) becomes 
overpopulated in terms of incoming packets. In WMSNs this happens especially in upstream nodes where all 
incoming packets meet and directed to the sink node. Congestion in networks, if not handled properly, might 
lead to congestion collapse which deteriorates the quality of service (QoS). Therefore, in order to avoid such 
situations corresponding actions should be taken into account so that to yield lower packet loss and 
consequently energy loss that is of utmost importance in WSNs. However, the term "packet loss" as implied 
by today's literature might not be effective in many applications especially in multimedia sensor networks. In 
this paper a new weighted packet loss metric is proposed which is best suited for multimedia sensor networks 
that convey packets of different priority classes. The proposed method then tries to minimize the 
aforementioned criterion by means of fuzzy queue management and a newly introduced adaptive rate control 
mechanism, in the presence of both abrupt and gradual changes in network dynamics. The employment of 
these two techniques provides us a synergy to handling short term and long term variations arising through 
the underlying simulated networks. The simulation results approve the superiority of the proposed approach 
over the selected competitive method when dealing with packets of different priorities. 
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1.  INTRODUCTION 

Wireless Sensor Networks (WSNs) [1] may include a 
vast number of sensor nodes which are densely deployed 
to carry sensing data pertaining to environmental 
conditions. These networks share outstanding 
characteristics and concerns among which resource 
constraints and power consumption are of the most 
critical ones that if cared delicately improve the quality of 
service (QoS) significantly. 

The field of wireless Multi Media Sensor Networks 
(WMSNs) [2], on the other hand, is considered as a 
specific case of WSNs in which the data to be delivered 
towards the sink node is generated from multimedia 
sensors such as cameras and microphones. Due to the 
high transmission rates of wireless multimedia sensors, a 
great part of the energy resources is spent for 
disseminating large number of packets that make 
WMSNs vulnerable towards congestion. The congestion, 
if not mitigated in the right way, might beget subsequent 

packet losses and deteriorates the quality of service 
which in part wastes energy resources and shortens the 
network lifespan. The packet loss might also prolong the 
packet transfer time which is also of immense importance 
for multimedia data. Based on the aforementioned 
reasons, developing efficient protocols and mechanisms 
to maximize network lifetime while improving the 
quality of service at the same time has been remained a 
demanding task in wireless multimedia sensor networks. 
Generally, in applications of WMSNs, a sensor node 
consists of different sensors [2] that generate data with 
different levels of importance. Due to these 
characteristics of wireless multimedia sensor networks 
the incoming data should be serviced keeping these 
priorities in mind. Therefore, taking advantage of the so-
called differentiated service architecture in the foregoing 
networks is considered an indispensable task.  

The other behavior that WMSNs share is that some 
nodes may produce bursty traffic when confronting to an 
unpredictable situation. This might be as a result of 
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sudden environmental changes in nature where the nodes 
planted or due to occurrence of an important event in a 
specific region. In this case most of the traditional QoS 
methods lack handling the situation properly. A sudden 
increase in traffic rate through the network might cause 
queue overflow and congestion in the links which usually 
come up with higher delays and loss probabilities as a 
consequence. There is also the possibility that this traffic 
overflow stays steadily for a while. In that case the 
maximum transmission rates corresponding to the nodes 
of the network should be tuned such that the burden of 
higher traffic rates at a specific area becomes partly 
alleviated while keeping the resource allocation fairness 
at a desired level. 

In network literature a node or link is called congested 
when it receives data with rates above its maximum 
transmission rate. To tackle with the congestion, diverse 
mechanisms have been proposed yet each of which falls 
into one of the two categories of congestion control or 
congestion avoidance [3]. The former tries to manage the 
network when congestion occurs but have nothing to do 
with the network management as long there is no 
congestion detected. The latter, on the other hand, tries to 
anticipate when a network might experience a congestion 
and performs required actions in advance. Meanwhile, 
there are methods which consider both congestion 
avoidance and congestion control approaches. Active 
Queue Management (AQM) is one of the most promising 
categories of algorithms proposed for congestion 
avoidance. It marks or drops incoming packets based on a 
probability that is dependent on the state of the 
underlying queue to prevent buffer overflow. Random 
Early Detection (RED) [4] as one of the most well-
known methods of this kind, drops the receiving packets 
based on a probability that is directly proportional to the 
associated queue length. Although it has been widely 
deployed, it has its own drawbacks [5] too, including 
problems with parameter tuning (that is, highly 
contingent upon network status) and oscillation in lengths 
of queues, to name a few. Note that there also exist other 
AQM algorithms such as GREEN and BLUE  which 
differ mostly in the applied congestion indicator and the 
way they address the parameter tuning problem. 

Fuzzy Logic theory was put forward by Zadeh [6] in 
his seminal paper on Fuzzy Sets in 1965. Since his first 
paper on the subject, the notion of fuzzy sets has been 
extended in diverse areas such as reasoning, 
approximation and control. One of the most outstanding 
strengths of fuzzy logic is that it somehow resembles 
natural languages in that it can model the imprecise 
knowledge of human into a mathematical framework 
which is then applied to different applications such as 
fuzzy controllers in industry.  

As shown in Fig. 1, a fuzzy controller is a system 
based on fuzzy rules whereby instead of binary logic it 

rests upon fuzzy logic. These systems are comprised of 
four main components, as follows: 

• Fuzzifier 
As fuzzy systems manipulate fuzzy sets, the 
crisp inputs should be converted into fuzzy ones 
in some way. In so doing, the fuzzifier takes in a 
crisp input and returns a fuzzy set depending on 
the type of the selected fuzzifier.  

• Rule Base 
All the decisions in a fuzzy system are based on 
the existing fuzzy rules. These rules are made by 
combinations of fuzzy antecedents and 
consequents which are fuzzy sets. The rule base 
is usually evolved during the time via heuristic 
approaches or it may be formed by the help of 
an expert operator who knows the underlying 
system well. 

• Inference Engine 
After the crisp input converted into a fuzzy set, 
it is fed into the inference engine for calculation 
of the output fuzzy set. The inference engine 
makes use of the rules embedded into the rule 
base to come into a fuzzy conclusion. 
Depending on the choice of inference engine 
different outputs might be produced. 

• Defuzzifier 
Finally, to produce outputs that comply with 
plants' inputs, the resulting fuzzy set should be 
converted back into a crisp value via a 
defuzzifier.   

 
Fig. 1. A Fuzzy System. 

 
The rest of this paper is organized as follows. In 

section 2, the related works or those that are partially 
related to ours are described briefly. Section 3 then 
presents the proposed model. In section 4, we use 
experimental results to evaluate our proposed model and 
finally section 5 concludes by taking a glance at the 
proposed algorithm and introducing new open areas for 
further research activities. 
2.  RELATED WORK 

In this section, we consider recent articles that are 
related in some sense to our introduced model. These 
articles basically fall into two main categories, namely, 
those that have something in common with fuzzy queue 
management and those that employ rate adjustment to 
boost congestion control and consequently quality of 
service in wireless sensor networks. 
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In [7] the authors proposed a modified TCP equation-
based active queue management mechanism which is 
based on GREEN algorithm using a fuzzy approach. In 
[8] a fuzzy controller for tuning incoming packet rates is 
proposed and named Fuzzy-Multiple Queue 
Management. It takes in queue lengths associated with 
priority queues as inputs and generates the maximum 
allowable input and output traffic rates. In [9] an adaptive 
fuzzy congestion control solution for active queue 
management is proposed. It benefits an adaptive 
mechanism for generation of fuzzy membership 
functions. The output of the fuzzy controller is the packet 
rejection probability to prevent buffer overflow, which is 
achieved through a hierarchical multilevel decision 
making. The simulation results are then compared with 
those of fixed membership functions. This method does 
not consider prioritized packets at all and only considers 
general TCP networks. In [10] authors propose a hybrid 
method for congestion detection in TCP networks based 
on a fuzzy controller and optimize it using a Particle 
Swarm Optimization (PSO) technique. Like the previous 
one, this method fails when dealing with multi-media 
packets. 

To date, various congestion control methods have 
been proposed for wireless sensor networks [11 -14]. 
Congestion control and fairness (CCF) is proposed in 
[12] as a distributed and scalable algorithm that 
eliminates congestion within a sensor network and 
guarantees the fair delivery of packets to a sink node. 
According to CCF, each node measures the average rate 
at which packets can be sent from, shares that rate among 
the child nodes and recursively continues to the 
downstream nodes. CCF uses packet service time to 
deduce the available service rate and congestion 
information is implicitly reported. It controls congestion 
in a hop-by-hop manner and each node uses exact rate 
adjustment based on its available service rate and number 
of child nods. CCF is known to guarantee simple 
fairness. As shown in [11], CCF suffers from a non-
work-conserving shortcoming in the sense that a parent 
node should wait for a child until a specific number of 
packets arrive, after which it switches to another child for 
another specific amount of packets to be served. In other 
words, if during a period one of the children does not 
send any packet, the parent node blocks until the 
expected number of packets received. This makes the 
proposed method inefficacious in such scenarios and 
leads to low throughputs. In [11] a priority based 
congestion control protocol (the so-called PCCP) is 
proposed which takes advantage of a new congestion 
indicator that is defined as the ratio of packet inter-arrival 
time to the packet service time. Based on the 
aforementioned metric as well as the node priority index, 
it introduces a congestion control technique via a hop by 
hop approach. It has also been shown that PCCP achieves 

efficient congestion control and flexible weighted 
fairness for both single-path and multipath routing. 
Although PCCP has proven to be a promising method, 
further analysis has been disclosed the fact that for the 
case of low congestion, the proposed method increases 
the scheduling rate as well as the source rate for all traffic 
sources regardless of their priority. Besides, the PCCP 
considers the mere geographical priority and cannot make 
a distinction between traffics of different classes. In [15] 
a new approach motivated by the PCCP and CCF is 
proposed which addresses their existing weaknesses. It 
considers different priorities for each node based on both 
the importance level of the incoming traffic along with 
the node's geographical priority. It also adjusts sending 
rates of the traffic sources based on the nodes’ congestion 
status and the introduced priority index. This resolves the 
PCCP problem for low congestion situations. The method 
serves as the selected approach for later comparisons in 
our work. 

3.  PROPOSED MODEL 

The approach cited in [15] although outperforms 
considerably in respect of the two predecessors (namely, 
PCCP and CCF), has its own drawbacks. Firstly, it does 
not take into account the transient characteristics of 
multimedia traffics in the sense that an abrupt increase in 
an incoming traffic's rate is always assumed to yield a 
congestion while this might not be true in many cases. 
Consider a scenario whereby an important event triggers 
(this could be a critical alarm) in a region where a sensor 
node has been planted that gives rise to generation of a 
bursty traffic for a short period of time. Due to the queue 
management policy adopted by the authors, a great 
number of the incoming packets will be discarded due to 
traffic overflow. The problem with the mentioned 
approach is not limited to short term traffic rate variations 
rather, undesired situations may also arise when the 
changes in incoming rates are permanent or gradually 
increased/decreased. Imagine a scenario where due to a 
change in environmental conditions, the local traffic 
sources of some specific sensor node increase their 
packet generation rates drastically and stay steady in the 
new configuration during some period of time. While the 
associated increase in other existing local traffic sources 
located inside farther nodes are not comparable to these 
highly excited ones they are given almost the same share 
of the remaining bandwidth. As a result, while most of 
the sensor nodes remain inactive and their allotted 
bandwidths are wasted, there are some few nodes that are 
in urgent need for the unused available link capacity 
through the network. Last but not the least, in that model 
the traffic sources are forced to follow a packet 
generation scheme based on their priority indexes. That 
is, the sensor nodes are presumed to generate traffic rates 
corresponding to their maximum allowable rates which is 
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a counter intuitive assumption as the local traffic sources 
are not under control of the network protocols but instead 
they are more dependent upon geographical location and 
characteristics of the sensor traffic. 

Put it together, in this paper the proposed approach is 
targeted at the mentioned shortages of the method 
introduced in [15] and seeks compensating them in some 
way. By doing so, our model consists of two major units, 
namely, Congestion Control Unit and Fuzzy Queue 
Management Unit. Our strategy is to control the nodes' 
maximum transmission rates based on the weighted 
packet loss (defined shortly) to resolve permanent 
changes in packet generation rates of the local traffic 
sources while leaving the short term changes up to the 
queue management part. As in [15], for each node there 
are as many queues as the number of priority classes 
assumed. The incoming traffic to a node is first directed 
into a traffic classifier whose duty is to separate the 
packets of each class and submit them to fuzzy queue 
managers which are then either rejected or accepted. 
Without loss of generality, in this paper we assumed four 
different priority classes which are as follows: real-time 
class (RTC), high priority class (HPC), mid-priority class 
(MPC) and low priority class (LPC). The RTC packets 
are those that are subject to hard delay constraints and 
should be delivered as soon as possible. The HPC 
packets are those with high priorities but they are not as 
much critical as the RTC packets. In the same way, the 
MPC packets are those with lower degree of importance 
in regard of HPC packets but more important than the 
LPC ones which are located at the bottom of this 
hierarchy. Note also that in this paper we assume that the 
network possesses a heterogeneous infrastructure 
meaning that the local traffic sources inside the nodes are 
separated and that each local traffic source generates 
packets of an attributed  importance degree. 

 

3.1. Congestion Control Unit 
Fig. 2 depicts the deployed architecture for the 

congestion control unit. As easily inferred, it consists of 
three main building blocks, namely: Congestion 
Detection Unit (CDU), Rate Adjustment Unit (RAU) and 
Congestion Notification Unit (CNU). 

The CDU is responsible for detection of congestion in 
advance based on difference in node's incoming traffic 
rate and its maximum allowable transmission rate. This 
might be either a positive or negative value and serves as 
a congestion index. Given the congestion index, the rate 
adjustment unit (RAU) then calculates the amount of 
unoccupied bandwidth and shares it among its local 
traffic sources and the downstream nodes by means of 
the congestion notification unit proportional to their 
corresponding average weighted packet loss, defined 
bellow: 

 

)()( tLossPPtWPL
j

i
jj

i ∑ ×=  (1) 

)()()1()1( tWPLtAWLtAWL iii ×+×−=+ αα
 

  (2) 

                        (1 where the trailing superscripts and subscripts denote the 
node number and packet priority, respectively, α  is a 
learning rate between 0, 1 and jPP is the priority of 

packets belonging to the j'th class. Finally, the )(tLossi
j  

is the number of packets belonging to the j’th priority 
class which have been dropped at node i, in time period 
between t  and tt ∆− where t∆ is a constant that is 
defined before the simulation starts. Intuitively, the above 
mentioned relations state that the more the importance of 
a packet be, the more cost we incur by dropping it. 
 

 
 
Fig. 2. Congestion control unit. 

 
Fig. 3 shows the pseudo code pertaining to the 

proposed model. As illustrated in line 2 of the pseudo 
code, all the links in the network are initialized at the 
start of simulation. As )(tLoss i

j is unknown in the 

beginning, each transmission rate pertaining to a leaf 
node (i.e., a node which has no child) in the network is 
initialized based on the number of local traffic sources 
and their corresponding degrees of importance (the 
priority of traffic sources). The link rates corresponding 
to the intermediary nodes are also initialized in the same 
way but with the key difference that both the node and its 
downstream nodes are counted recursively. The 
algorithm continues execution inside the loop until the 
simulation ends.  
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Fig. 3. Pseudo code for the proposed method. 

 
In each iteration of the loop, new incoming packets 

are either added to corresponding queues or dropped via 
the proposed fuzzy AQM in case of packet rejection, the 

)(tLossi
j  is updated (lines 7-9). 

Finally, the nodes' maximum transmission rates are 
refreshed after each t∆  seconds based on their global 
priority, iGP , defined as follows: 

 
i

GE
ii PtAWLtP ×= )()(  (3) 

)()()(
)(

tPtGPtGP i

iCk

ki += ∑
∈

 (4) 

                                      (4) where i
GEP , )(tGPk and C(i) are the geographical 

priority, global priority and the set of ith node's children,  
respectively. In case of having no child, the global 
priority equals )(tPi . The procedure is done in a bottom-
up approach. As easily implied by (3,4), among the nodes 
which initially have the same global priority those that 
lose packets with higher priorities during the course of 
simulation become more important. 
 

 3.2. Fuzzy Queue Management 
In this section, we propose a new fuzzy active queue 

management mechanism that is best suited for the case of 
sensor networks having the presumed architecture. As 
mentioned earlier, this mechanism is merely applied for 
managing HPC, MPC and LPC queues, the RPC ones are 
precluded, however, since they are usually set aside for 
urgent communications and generate light traffics. 
Hence, their incoming traffics are served with highest 
priority via the scheduler meaning that as long as there is 
a packet waiting in an RTC queue, none of the other 
queues gets served. Fig. 4 depicts the architecture of the 
proposed fuzzy queue management. As easily seen from 

the figure, upon arrival of a new packet, it is fed into a 
traffic classifier for further determination of its associated 
priority class via the help of the tag badged to it by the 
sensor that generated it for the first time. Traffic classifier 
is the basis of the service differentiation process both in 
[15] and in the proposed model. Note that, the newly 
arrived packet might be generated by node's local traffic 
sources or delivered by a child node. After discriminating 
the input traffic, the incoming rate associated with each 
traffic class is measured by the help of rate estimation 
modules. The computed rates along with the current 
lengths of all the three queues are taken as inputs by the 
fuzzy controller. Based on the inputs, the fuzzy controller 
then decides whether to accept the arrived packet or to 
reject it. After all, the scheduler module serves the 
waiting packets in each queue according to its level of 
priority (i.e. 3,...,0=jPPj .)  

 

 
Fig. 4. The architecture of fuzzy queue management. 
 

Table1 demonstrates the decision rules of the 
employed fuzzy controllers. As directly inferred from the 
table, when all non real-time queues are very low, low or 
medium in length and the incoming rate is either medium, 
low or very low then rejection of any newly arrived 
packet is improbable (the first row of the table). But this 
is not the case all the time; consider the last row of the 
decision table, for example. If the first queue is almost 
empty but the second is completely full and the incoming 
traffic rate for the highest priority queue (HPC queue) is 
high or very high, then regardless of the third queue 
status, these last two queues should be evacuated as soon 
as possible so that the scheduler can spend more time on 
the HPC queue which contains packets of higher priority. 
This will be demonstrated in experimental results later. 
Therefore, as opposed to other fuzzy AQM approaches 
that are prevalent in jargon, here the fuzzy controllers 
take into account the priority index as well. This is also in 
harmony with the weighted metrics defined earlier. 
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TABLE 1. DECISION RULES. 

 
 
Finally, Fig. 5 depicts the membership functions 

corresponding to fuzzy linguistic variables. 
 

 
Fig. 5. Fuzzy membership functions for queue lengths (top) and 
traffic rate (down).  

4.  EXPERIMENTAL RESULTS 

In this section we use computer simulation to evaluate 
the performance of the proposed model under different 
scenarios. For this purpose, we simulated a wireless 
network topology as given in Fig. 6 with 8 sensor nodes. 
Table 2 illustrates the packet priorities ( 3,...,0=jPPj ) 

and Table. 3 demonstrates the local traffic sources 
available in each node. The results are compared with 
those of the approach introduced in [15]. In that paper the 
authors compare the performance of their method in 
relation to other well-known techniques and in this work 
we show the superb outperformance of new method over 
that. To make the results of the methods comparable with 
each other, the previous method is implemented such that 
sensors’ traffic generation rates are not affected during 
the rate control process, as already discussed. Clearly 

from Fig. 6, the selected topology is a rooted tree 
meaning that there is no multiple paths between two 
neighboring nodes. The selected fuzzy controller 
incorporates Mamdani inference engine, as a well-known 
fuzzy system, with singleton fuzzifiers and center of 
gravity defuzzifier. To evaluate the performance of both 
the congestion control unit and the fuzzy queue 
management unit, the trials are divided into two 
categories each addressing performance of a specific unit. 

 

 
Fig. 6. Network topology of the experimental scenarios. 

 
TABLE 2. DECISION RULES. 

 

 
 

TABLE 3. LOCAL TRAFFIC SOURCES. 

 
 

4.1. Evaluation of queue management unit 
In this part we evaluate the performance of the 

proposed fuzzy controller. In the subsequent devised 
scenario each of the local traffic sources of M7 (see Fig. 
6) is forced to produce short term bursts at specific 
moments. The bursts related to the HPC and MPC traffic 
sources emerge at t=1.2 sec and t=2.5 sec, respectively, 
for 2 seconds (as illustrated in Fig. 7). To simulate a 
more realistic circumstance, the packet generation rate 
paradigm is arranged to lie in the range of 165 to 175 
packets per second. The geographical node priorities 
have been also set to 1 for all nodes. 
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Fig. 8 depicts the corresponding plots of M7 queues’ 
lengths during the course of simulation. Notice how in 
the proposed method the lower priority queue remains 
empty whenever there are ample of packets waiting for 
service in the higher priority queues. This is what we 
intuitively expect for a good queue management 
algorithm that is to pay more attention to packets of 
higher level of importance as opposed to previous 
method where the MPC queue starts augmenting 
incoming packets as soon as they arrive regardless of the 
current status of other queues. 

 

 
 
Fig. 7. M7 traffic rates. 

 
Fig. 9 depicts the plot of loss probability and weighted 

loss probability (a metric which is defined in a similar 
approach given in (2)) in the aforementioned node. From 
the figure, it is obvious that the fuzzified algorithm not 
only has less weighted loss probability but also generally 
has lower probability to drop the packets during most of 
the simulation. The plot of total loss probability also 
follows similar curves. When examining the top and 
bottom figures closely, it makes evident that that loss 
probability in the new method exceeds that of the 
previous slightly, when the bursts happen. This is due to 
rejection of some of the lower priority packets. However 
if we consider the figure above, it seems that in terms of 
weighted loss probability this deterioration in 
performance partially disappears when considering 
situation based on a more realistic prioritized perspective. 

 
Fig. 8. Queue Lengths corresponding to M7 node, proposed 
(top), previous (down). 

 

 
Fig. 9. Probability and Weighted Probability plots. 
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Fig. 10 shows the overall throughput as well as the 
individual throughputs associated to each traffic class. 
According to this figure, the overall throughput for the 
non-fuzzy method is a bit higher, which as illustrated 
shortly will be resolved via the rate adjustment policy. 
However, the weighted throughput is obviously better in 
the fuzzified method for higher priority classes. The last 
two subfigures depict the throughput for the HPC and 
MPC traffics, respectively. Notice how the throughput 
corresponding to HPC traffic has been improved 
considerably in the new method but at cost of sacrificing 
the less important traffics. As alluded earlier, this is also 
one of the main objectives of the fuzzy controller which 
seems to be accomplished as desired. 

 

 
Fig. 10. (from top to bottom) Total, HPC and MPC class 
throughput.  

Finally, Fig. 11 demonstrates the average weighted 
packet loss during the course of time. From the figure it 
is implied that fuzzy method outperforms greatly in terms 
of packet loss during most of the simulation period. 

 
Fig. 11. Average weighted lost packets. 

 
As a final comparison, Table 4 illustrates the number 

of lost and generated packets distinguished by the four 
traffic classes. 

 
TABLE 4. OVERVIEW OF LOST/GENERATED PACKETS. 

 
 

4.2. Evaluation of congestion controller unit 
In the previous part, the performance of the algorithm 

was evaluated for unbalanced instant traffics. However, 
the situation not always looks like this. In other words, 
the traffic variation is not always rapid rather it may 
occur gradually and might also remain constant for a 
period of time. There is also the possibility that after a 
gradual change, the network condition turns back to its 
previous status. In this case, it is in fact the rate control 
policy that tries to control the nodes' traffic rates by 
limiting the maximum transmission rates. By tuning this 
parameter for each node through the course of different 
scenarios, it is deemed to improve the performance of the 
network based on the perspective presented earlier. To 
see this, we devise three trials by exposing the network in 
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different probable conditions. The results are compared 
and contrasted, then. In each of the trials the geographical 
node priorities have been set to 1 for all nodes. 

 
4.2.1. Heavy Traffic in a High Priority Node 

It is fairly common for a WMSN traffic source to 
increase its packet generation rate for a period of time 
due to many reasons including triggering an event that 
begets permanent heavy communication in the 
geographical location where the node is placed. The 
traffic generation rate in such cases rate might even 
exceed the sink's maximum transmission rate, thus, as a 
compromise, the excited node should be assigned an 
acceptable amount of transmission rate with respect to 
other nodes. 

In this trial, all the local traffic sources generate a 
traffic at speed of 10 packets/sec except for the HPC 
source located in M7 which follows the following 
paradigm; during the first 15 seconds of the simulation, 
the foregoing source rate increases linearly with a ramp 
of 10 packets/ 2sec  after which it remains constant 
during the next 15 seconds and finally starts decreasing 
linearly with the same pace as the first stage (-10 
packets/ 2sec ), until it reaches the inactivity level. The 
simulation runs for 50 seconds with a maximum 
transmission rate of 160 packets/sec per node. Fig. 12 
demonstrates the average inter-arrival rate along with 
average transmission rate of M7 for both algorithms. 
According to the figure, it is clear how the new method 
easily adopts to the varying network conditions while the 
predecessor remains constant after it converged. Also, 
notice how the proposed method outperforms the 
previous method in having more sent packet rate. 
Another word under notation is that although in the 
proposed method the M7 maximum allowable 
transmission rate increases in proportion to the average 
inter-arrival packet rate, this increase is not without 
bound. This means that there is a compromise in how 
much the transmission rate is eligible to increase based 
on other existing nodes in the network. That is to say, if 
an increase in the link rate gives rise to a considerable 
consequent increase in the network weighted packet loss 
then it stops to become larger and larger. This fact is 
demonstrated clearly in the aforementioned figure where 
the average packet inter-arrival rate curve is much larger 
than the average transmission rate curve corresponding to 
the new method.  

Fig. 13 depicts the plots of MPC and HPC queues' 
lengths for M7 during the time. Notice how the lower 
priority queue remains empty when the higher one is full. 
This is what we expect from the employed fuzzy 
controller while this is not true for the plot of non-fuzzy 
method at the bottom of the figure. It is also worthy of 
noting that this strategy decreases the delay 
corresponding to higher ranked queues significantly. This 

is portrayed in Fig. 14 where the average delay of the 
HPC queue for both methods are plotted. 

 
 
Fig. 12. Average transmission and inter arrival rate of M7 for 
the two algorithms. 

 
 

 
Fig. 13. Queue lengths for M7. 
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Fig. 14. M7 delay for the HPC class. 

 
Fig. 15 depicts both the total weighted and 

unweighted loss probability for the two algorithms, 
during the time. According to the plots, not only the total 
weighted packet loss has been improved in the newly 
introduced method but also the unweighted metric 
appears in a better stance in regard of previous method; 
this is because of proper rate adjustment policy adopted 
in the new method based on the weighted packet loss 
metric which acts in a rather dynamic fashion. 

 
Fig. 15. Unweighted and weighted probability loss (top and 
bottom respectively). 

Fig. 16 demonstrates the network throughput for each 
of the MPC and HPC classes. As expected, the 
throughput for the HPC class is considerably higher in 
the new method while this is not the case for the MPC 
class which is of lower priority.  

 

 
Fig. 16.Throughput discriminated base on type of classes (HPC 
top, MPC bottom). 

 
Fig. 17 compares the average weighted packet loss 

metric for the two methods over the time. According to 
this figures due to an increase in the source rate, the 
average packet loss has also been increased, however, 
this is somewhat alleviated by the adopted rate 
adjustment mechanism proposed in the new method. To 
demonstrate how this is fulfilled, Fig. 18 shows 
maximum available transmission rates for both M1 and 
M2 during the time.  

Based on this Fig., when the foregoing traffic source 
rate starts to increase, the rate adjustment unit changes 
the maximum allowable transmission rate. More 
specifically, this maximum threshold increases for M2 
and decreases for M1 proportional to average weighted 
packet loss. The next point is that it takes some time for 
the proposed method to converge; this is one of the 
outstanding drawbacks of the new method. Finally, when 
the traffic rate corresponding to HPC decreases linearly 
these thresholds also return to their initial values for 
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better performance, which is implied by the figure. To 
sum up, Table 5 illustrates the number of generated and 
lost packets corresponding to each priority class after the 
simulation ends. 

 
Fig. 17. Average weighted lost packets for M7. 

 
Fig. 18. Maximum allowable transmission rate for M2 (above) 
and M1 (bellow) nodes. 
 

As already explained, the number of lost packets in 
HPC class is considerably lower in the new method as 
opposed to MPC class. Another important fact that 
should be underlined is that there exist a few packets in 
RTC class which are lost in the new method; this is 
because of higher convergence period of the proposed 
method comparing with the old one, as a trade off. This is 
also implied from Fig. 18 where the average transmission 

rates for the sensor nodes in the new method approach 
zero at the first moments of the simulation as a result of 
an undesired oscillation.  

 
TABLE 5. OVERVIEW OF LOST/GENERATED PACKETS. 

 
 

4.2.2. Heavy Traffic in Different Traffic Sources with 
Different Priorities 

In the previous trial, the performance of the algorithm 
when confronting a traffic source with high generation 
rate, was evaluated and proved to perform efficiently in 
relation to the previous method. In this scenario, 
however, the network is exposed to a different situation 
where two different nodes located in different sub-trees 
of the network topology and with different levels of 
importance, gradually increase their packet generation 
rates. To see the robustness of the proposed method when 
dealing with such a situation, several metrics were plotted 
in the subsequent figures. As a first guess, we expect that 
the two excited nodes with different levels of priority 
should not receive the same level of attention and it may 
be required for the less important traffic source to have 
higher drop rate but allotting other nodes having more 
important packets to send higher maximum allowable 
transmission rates. 

To describe the network configuration in this scenario, 
all the local traffic sources are generating packets at pace 
of 10 packets/sec except for the HPC traffic source in M7 
and the LPC traffic source in M3 which both increase 
linearly with a ramp of 10 packets/ 2sec during the first 
15 seconds of the simulation and remain constant for the 
next 5 seconds.   

Fig. 19 depicts the average inter-arrival packet rate 
and average transmission rate of both M2 and M7 (the 
top and bottom plots), respectively, for the two 
algorithms. The simulation runs for 20 seconds. Fig. 20 
shows the loss probability for M7 according to each 
method. Based on the figures, when the aforementioned 
source rate exceeds an endurable limit, it is the proposed 
method which handles the traffic more efficiently 
particularly after t=9sec. This is also illustrated in Fig. 21 
based on another perspective, namely the average delay 
amount that packets need to wait until they get served in 
the HPC queue of node M7. Finally Fig. 22 depicts 
average weighted packet loss of M7 during the time. 
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Fig. 19. Average transmission and  inter-arrival  rates of M3 
(top) and M7 (bottom) for the two algorithms. 

 

 
Fig. 20. M7 probability of loss 

 
Fig. 21. M7 average delay in HPC queue. 

 

 
Fig. 22. M7 average weighted lost packets. 

 
Table 6 illustrates the final results. Notice how the 

total weighted packet loss is substantially decreased in 
the new method. 

 
TABLE 6. OVERVIEW OF LOST/GENERATED PACKETS. 

 
 
4.2.3. Light Traffic Load in Network  

In this last trial we highlight one of the main side-
effects of the previous method when there is plenty of 
unused link capacity. The problem emerges by the fact 
that in the previous method each of the node’s maximum 
transmission rate is periodically increased based on the 
available free bandwidth. In other words, if a node has 
nothing to send during a period of time then the 
maximum link rate for each child node will be increased 
blindly proportional to their priority. This finally gives 
rise to a situation where the maximum transmission rate 
corresponding to each of the foregoing nodes reaches its 
upper bound. Now consider a bursty traffic situation that 
comes afterwards at the same location (node). As the 
maximum allowable transmission rates have already set 
to the highest, they propagate the incoming burst to the 
upstream nodes and which begets a congestion that 
wastes considerable part of the bandwidth and energy of 
the system while this could be easily handled in the 
downstream nodes much earlier. The previous method is 
incapable of handling this phenomenon properly. 
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The network initial configuration in the described trial 
is as follows: the maximum value for nodes' transmission 
rates is opted to be 200 packets/sec (note that this will be 
tuned during the course of simulation) and all the local 
traffic sources generate 5 packets per second except for 
the HPC local traffic source in M7 which generates 
packets at a rate of 40 packets/sec. In other words, the 
total number of generated packets through the network 
(13 5 40 105)× + =  roughly equals half of the sink's 
maximum transmission rate and consequently a plethora 
of the bandwidth remains unused at the beginning of the 
simulation. The simulation runs for 90 seconds.  

In order to perform a quantitative comparison, we 
define the following measure indicating how well the 
maximum transmission rates are attributed to each node, 
as follows:  

21 ( )
n

Wasted Bandwidth Max Rate avgTsm
n

= −∑  (5) 

           (5) This is an indication of how well the assigned capacity 
to each node is fits its transmission rate as it is not 
efficient to assign plethora of capacity for transmission of 
packets to a node that has nothing to send while there are 
many to send in a congested node. Fig. 23 plots the 
variation of this metric during the time. According to the 
figure, there is much more wasted bandwidth in the 
previous method than the proposed one which makes it 
evident that plenty of unused capacity has been assigned 
to different nodes. 

 
Fig. 23. Total wasted bandwidth. 

 
Finally, Fig. 24 depicts the throughput discriminated 

based on packet priorities, however in this special case 
each plot appears to be in a better stance for the previous 
method. This does not contradict our assumption 
presented earlier rather a drastic increase in the maximum 
allowable transmission rates made the earlier method to 
outperform (however, at cost of putting the network 
vulnerable to congestion). 

 

5.  CONCLUSION AND FUTURE WORK 

In this article a new approach has been put forward 
that increases the quality of service in wireless 
multimedia sensor networks. The proposed method is 
designed to decrease the loss probability of packets in the 
network by managing the resources efficiently via 
considering the statistical features that are exclusive for 
the multimedia traffics, namely, the sudden and gradual 
traffic changes. We adopt two policies simultaneously to 
provide a synergy when dealing with these changes. The 
results are compared and contrasted with those of 
presented in [15] during different trials. The acquired 
results prove the superiority of the new method with 
respect to the competitor method. As every other method, 
the proposed model however, has its own drawbacks, the 
most important of which is the convergence time and the 
undesired oscillations. 

 
Fig. 24. Class throughput. 
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