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This paper focuses on the dynamic relaxation (DR) method as an efficient approach
for solving a system of simultaneous equations. This is an iterative procedure which can
be used for both finite element and finite difference structural analysis. The DR method
has a simple algorithm. However, it suffers from low convergence rate. In the current
study, a residual energy minimizer timestep (REMT) will be formulated by minimizing
the residual energy. A variety of structural analyses with linear and nonlinear (elastic
large deflection) behaviors demonstrate the potential of the proposed strategy. The
results indicate that the REMT improves the convergence rate of DR without any
additional constraints so that the cost and computational time are decreased.

Keywords: Convergence rate; Dynamic relaxation; Nonlinear analysis; Residual energy
minimizer timestep.

INTRODUCTION

Finite element or finite difference applications to an analytical model of
complex structures lead to a system of simultaneous equations, which can
approximate the behavior of the system. The force displacement relationship may
be written as:

SD = P� (1)

where S is the stiffness matrix and D and P are nodal displacements and equivalent
nodal forces, respectively. Whenever analysis assumptions are very close to the
real conditions, results will be more accurate and show more conformity with the
available experimental data. For example, nonlinear effects such as elastic-plastic or
large deformation behaviors lead to a complex system of equations. In this case, the
stiffness matrix or even the external load vector will be a function of displacement,
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TIMESTEP SELECTION FOR DYNAMIC RELAXATION METHOD 43

Eq. (1) will be nonlinear. By solving this equation, displacement vector is calculated
and other quantities such as strains and stresses will be calculated explicitly based
on the displacements. Therefore, the final stage of each analysis is completed by
employing an equation solver. For instance, the dynamic relaxation (DR) method
is a powerful procedure which has been used in a variety of engineering analyses,
such as frames, trusses, plates and shells.

DR, was introduced by Otter (Otter, 1966) or Day (Day, 1965), is an
iterative technique and can be utilized for solving a system of linear and nonlinear
simultaneous equations. This procedure may be explained by either mathematical
or physical theories. Mathematically, DR formulation is based on the second-order
Richardson rule, developed by Frankel (Frankel, 1950). The heat transition problem
in a rectangular region is an example of this formulation. Physically, the DR scheme
can be illustrated by the steady state response of an artificial dynamic system with
fictitious density. This kind of formulation was introduced by (Welsh, 1967) and
(Cassell et al., 1968).

The DR method has been used in nonlinear problems (Rushton, 1968) and its
formulation can be derived from the first order dynamic equilibrium relationship
(Brew and Brotton, 1972). In the elementary approaches, the fictitious mass has
been defined by using the upper bound of the spectral radius of the coefficient’s
matrix (Wood, 1971). An estimation of the critical damping was also obtained
by Bunce (1972). Alwar and his coworkers determined the steady-state response
from an exponential function (Alwar et al., 1975). Furthermore, Cassell and Hobbs
utilized Gerschgörin theory for fictitious mass values and applied this method to
nonlinear problems (Cassell and Hobbs, 1976).

In other applications, the DR algorithm has been utilized for nonlinear
analysis of plates (Frieze et al., 1978). The first error analysis of DR iterations was
performed by Papadrakakis, who described an automatic procedure for the selection
of DR parameters (Papadrakakis, 1981). Moreover, Underwood presented another
interesting formulation for the explicit DR method (Underwood, 1983). The implicit
DR method has also been formulated by Felippa (1982). Zienkiewicz et al. suggested
an accelerated procedure for the improvement of the convergence rate (Zienkiewicz
and Lohner, 1985). By using weighted factors for mass and damping of each degree
of freedom, DR has been used in finite element analysis for bending plates (Shawi
and Mardirosion, 1987). Moreover, fictitious time and damping can be determined
by Rayleigh’s principle (Qiang, 1988). In another study, the maDR algorithm was
proposed in which the estimation of steady-state response was modified (Zhang and
Yu, 1989).

Other researchers have used the DR algorithm for different engineering
problems Turvey and Salehi, 1990; Bardet and Proubet, 1991. The first use
of DR scheme in the post-buckling analysis was performed by Ramesh and
Krishnamoorthy, in which they independently combined the DR algorithm with
the incremental displacement approach and arc length procedure (Ramesh and
Krishnamoorthy, 1993, 1994). In another study, new models were introduced for
fictitious damping (Zhang et al., 1994). Moreover, applications of DR method
in elastic-plastic and buckling problems have been studied for plate structures
(Kadkhodayan and Zhang, 1995; Kadkhodayan et al., 1997). By using DR
method, a nonlinear analysis of buckling propagation in pipelines has been
studied (Pasqualino and Estefan, 2001). Furthermore, a shape-finding analysis was
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44 REZAIEE-PAJAND ET AL.

performed by the DR algorithm (Wood, 2002; Han and Lee, 2003). Besides, the
DR method has been combined with neural networks to increase model accuracy of
tensegrity structures (Domer et al., 2003). It was also successfully applied to linear
and nonlinear analysis of composite structures (Turvey and Salehi, 2005). Recently,
a modified fictitious timestep has been formulated based on minimization of the
residual force in each DR iteration (Kadkhodayan et al., 2008). Moreover, the DR
method has an ability to be used in the nonlinear dynamic analysis of structures
(Rezaiee-Pajand and Alamatian, 2008a,b). Recently, some new formulations have
been proposed for viscous DR parameters (Rezaiee-Pajand and Alamatian, 2010;
Rezaiee-Pajand et al., 2011). In the latest study, the structures with snap-through
and snap-back behaviors have been analyzed with DR procedure, successfully
(Rezaiee-Pajand and Alamatian, 2011).

The aim of this paper is to improve the convergence rate of DR method by
defining a new energy criterion. First, the explicit formulation of DR is reviewed.
Then, a new fictitious timestep is formulated by defining and minimizing of an
energy function. For numerical verification, some linear and nonlinear (elastic
large deflection) structures are analyzed by utilizing the finite elements and finite
differences techniques along with the suggested formulations.

DR METHOD

Both mathematical and physical concepts are utilized in DR formulation.
According to the DR method, an equivalent static system, Eq. (1), is shifted to an
assumed dynamic space by adding artificial inertia and damping forces, as follows:

MnAn + CnVn + SnDn = Pn� (2)

where Vn and An are the artificial velocity and acceleration vectors, and Mn and Cn

are the fictitious mass and damping matrices in the nth iteration of DR, respectively.
The steady-state response of this artificial dynamic system is the solution of Eq.
(1), when the fictitious velocities and accelerations become zero. There are different
approaches to derive the DR iterative relationships. In a common formulation,
such as the Papadrakakis scheme or Underwood procedure, mass and damping
matrices are assumed to be diagonal and the explicit central finite difference
integration is used. Consequently, the following DR iterative relationships are
obtained (Underwood, 1983):

Vn+ 1
2 = 2− cn�n

2+ cn�n
Vn− 1

2 + 2�n

2+ cn�n
1
mii

M−1Rn (3)

Dn+1 = Dn + �n+1Vn+ 1
2 � (4)

where �n is the fictitious timestep and number of degrees of freedom, respectively.
In the explicit DR procedure introduced by Underwood, cn is damping factor in the
nth DR iteration and is defined as below (Underwood, 1983):

Cn = cnMn� (5)
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TIMESTEP SELECTION FOR DYNAMIC RELAXATION METHOD 45

The residual force in the nth iteration of DR scheme may also be written as:

Rn = P− fn� (6)

where fn is the internal force vector in nth DR iteration, which is formulated from
the fundamental structural analysis relationships.

Other quantities for explicit DR formulation were also proposed by
Papadrakakis (Papadrakakis, 1981). In the explicit DR, fictitious mass, damping
factor and timestep are defined so that the stability is guaranteed and the
convergence rate reaches to its maximum value. For this purpose, the Gerschgörin’s
circle theory and Rayleigh’s principle are used for artificial mass matrix and
damping factor as follows (Underwood, 1983; Zhang et al., 1994):

mn
ii >

��n�2

4

DOF∑
j=1

�snij� i = 1� 2� � � � �DOF (7)

cn = 2

√
�Dn�TSnDn

�Dn�TMnDn
� (8)

Here DOF is number of degree of freedom. It should be noted that the numerical
stability of DR iterations is guaranteed by mathematical theories (Gerschgörin’s
circle theory). Moreover, physical concepts such as critical damping theory may
be used to improve the convergence rate of DR method (Rayleigh’s principle).
Some researchers also proposed using an individual damping factor for each node
(Kadkhodayan et al., 1997). In the most common DR algorithms, constant fictitious
time (CFT) is used �� = 1�, however, there are some procedures for automatic
selection of the timestep (Qiang, 1988).

Generally, it is possible in the DR formulation to categorize unknown
parameters into two different groups based on their specifications. For instance, the
numerical stability and the convergence rate are the most important specifications
in the first and second groups of parameters, respectively. In the explicit DR
formulation, the fictitious mass has the most significant role to guarantee the
stability of the procedure. Therefore, this parameter has to be calculated so that a
steady-state response is obtained. On the other hand, the fictitious damping factor
and the timestep control the convergence rate of DR iterations, hence, it would
be reasonable to seek for a new fictitious timestep so that a better convergence
rate is obtained. Based on the vital specifications of DR method, two fundamental
criteria for this purpose may be applied, i.e. the out-of-balance force and the residual
energy. The first one, which was previously suggested by the authors, is based on the
minimization of the out-of-balance force. The basic formulation of this procedure is
described briefly here after. The out-of-balance force function is defined as follows:

UBF = �Rn+1�T · Rn+1� (9)

where UBF is the norm of the unbalance force vector in the n+ 1th iteration of DR
method. By utilizing a central finite difference approach, the out-of-balance force
can be written as below:

Rn+1 = Rn + �n+1Ṙn+ 1
2 � (10)
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46 REZAIEE-PAJAND ET AL.

In this equation, Ṙn+ 1
2 is the rate of out-of-balance force vector. According to the

following relation, this quantity can be formulated by deriving Eq. (6) with respect
to the fictitious time:

Ṙn+ 1
2 = d

d�

(
Rn+ 1

2

)
= d

d�
�P− fn+

1
2 � = dP

d�
− dfn+

1
2

d�
= −ḟn+

1
2 � (11)

where ḟn+
1
2 is the rate of internal force vector. It should be noted that during the

DR iteration, the external force is kept constant; that is, dP
d�

= 0. By substituting Eq.
(11) into Eq. (10), the out-of-balance force is obtained in the following form:

Rn+1 = Rn − �n+1 ḟn+
1
2 � (12)

Moreover, the rate of external force vector �ḟn+
1
2 � can be found by using the

chain rule of differentiation as follows (Kadkhodayan et al., 2008):

ḟ
n+ 1

2
i =

DOF∑
j=1

s
n+ 1

2
ij�T v

n+ 1
2

j � (13)

Because it is usually difficult to determine the tangent stiffness matrix at the middle
of each iteration, as required in Eq. (13), it would be more practical to use the value
obtained in the previous iteration. In this case, the following approximate relation
may be used:

ḟ
n+ 1

2
i ≈

DOF∑
j=1

snijv
n+ 1

2
j i = 1� 2� � � � �DOF (14)

Now, if the unbalance force function is minimized, a modified fictitious time
(MFT) can be obtained (Kadkhodayan et al., 2008):

�UBF
��n+1

= 0 ⇒ �MFT = �Rn�T · ḟn+
1
2

(
ḟ
n+ 1

2
)T · ḟn+

1
2

=
∑DOF

i=1 rni ḟ
n+ 1

2
i∑DOF

i=1

(
ḟ
n+ 1

2
i

)2 � (15)

By using the second derivative test, it can be proven mathematically that the above
timestep minimizes the out-of-balance force function in each iteration of the DR
method. Therefore, the convergence rate will increase, and the analysis time will
decrease. In the next part, the second criterion based on the residual energy is
proposed and a new technique for calculating the fictitious timestep is suggested.

RESIDUAL ENERGY CRITERION

The work or energy quantity is one of the most powerful parameters that
may be used in the investigation of a physical phenomenon. Simplicity and higher
efficiency are the main advantages of any algorithm, which is based on work and
energy formulation. There are many applications of work quantities in structural
engineering, such as the study of stability conditions and structural analysis
formulation. In this section, an out-of-balance energy criterion will be utilized for
the more suitable convergence rate of the DR method.
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TIMESTEP SELECTION FOR DYNAMIC RELAXATION METHOD 47

Kinetic energy is constructed based on two parameters: the displacement
increment, which may be noted as residual displacement, and the residual force.
In the steady state response, the out-of-balance force and displacement increment
(velocity) become zero. The suitable convergence rate of DR iterations will
be obtained if both residual force and residual displacement have a maximum
reduction, simultaneously.

It is important to note that, based on Eq. (3), the displacement increment
��n+1Vn+ 1

2 � is a function of two parameters: residual force of the current step and
the velocity of the previous timestep. Assume that the residual force of the current
timestep has been minimized; but there is a velocity from the previous timestep
which has not taken into account. In this case (MFT), both the residual force
and displacement are not minimized at the same time. This residual displacement
provides residual force in the next timestep. According to this discussion, the more
suitable approach is the one in which both residual force and displacement have
been minimized, simultaneously. In this study, residual energy of the structure is
a function of the residual force and displacement vectors. The unbalance energy
function can be defined as follows,

UBE =
DOF∑
i=1

��Dn+1
i rn+1

i �2� (16)

where UBE is the unbalance energy function in the n+1th iteration of the DR
process. If the out-of-balance force is replaced from Eq. (12), unbalance energy
function becomes,

UBE = ��n+1�2
DOF∑
i=1

(
v
n+ 1

2
i �rni − �n+1ḟ

n+ 1
2

i �
)2
� (17)

The necessary condition for minimization of the unbalance energy function is that
the first order derivative of Eq. (17) with respect to the fictitious timestep is equal
to zero. This procedure leads to the second order equation as follows,

�UBE
��n+1

= 0 ⇒ An+1
1 ��n+1�2 + An+1

2 �n+1 + An+1
3 = 0� (18)

where An+1
1 , An+1

2 and An+1
3 are constant factors and can be found as below:

An+1
1 = 2

DOF∑
i=1

(
v
n+ 1

2
i ḟ

n+ 1
2

i

)2
(19)

An+1
2 = −3

DOF∑
i=1

[(
v
n+ 1

2
i

)2
rni ḟ

n+ 1
2

i

]
(20)

An+1
3 =

DOF∑
i=1

(
v
n+ 1

2
i rni

)2
� (21)
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48 REZAIEE-PAJAND ET AL.

If the discriminate of Eq. (18) is equal to or greater than zero, the following two
values are calculated for the residual energy minimizer timestep (REMT):

�n+1
REMT =

−An+1
2 ±

√
�An+1

2 �2 − 4An+1
1 An+1

3

2An+1
1

� (22)

The sufficient condition for minimization of the UBE function is that the
second order derivative of this function be greater than zero:

�2UBE
���n+1�2

> 0 ⇒ 2An+1
1 �n+1 + An+1

2 > 0� (23)

It is clear that minimization of the out-of-balance energy function is conditional.
If the discriminant of Eq. (18) is smaller than zero, the necessary condition for
minimization will not be available. On the other hand, selection of the timestep
between two values of Eq. (22) is taken so that condition (23) is satisfied. For more
clarification, proposed timestep is simplified for a single degree of freedom system
�DOF = 1�. In this case, the quantities An+1

1 , An+1
2 and An+1

3 are as follows:

An+1
1 = 2

(
vn+

1
2 ḟ

n+ 1
2
)2

(24)

An+1
2 = −3

(
vn+

1
2

)2
rn ḟ

n+ 1
2 (25)

An+1
3 =

(
vn+

1
2 rn

)2
� (26)

Substituting Eqs. (24), (25), and (26) into Eq. (22), two timesteps are obtained:

�n+1
1 = rn

ḟ
n+ 1

2

(27)

�n+1
2 = rn

2ḟ n+ 1
2

� (28)

By replacing these timesteps in Eq. (23) and using Eq. (14) following result is
obtained:

�2UBE

���n+1
1 �2

= sn
(
vn+

1
2

)2
rnvn+

1
2 (29)

�2UBE

���n+1
1 �2

= −sn
(
vn+

1
2

)2
rnvn+

1
2 (30)

which sn is tangent stiffness of the single degree of freedom system and is positive.
Based on Eq. (3), positive residual force, rn, creates a positive velocity �vn+

1
2 �.

Therefore, the residual force and velocity have the same sign. This is the sign that
the second order derivative in Eq. (29) will be positive. As a result, �n+1

1 (from
Eq. (27)), which is corresponding to Eq. (29) minimizes the residual energy of a
single degree of freedom system.
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TIMESTEP SELECTION FOR DYNAMIC RELAXATION METHOD 49

Figure 1 Schematic variation of out-of-balance force and residual displacement.

Although both MFT and REMT algorithms have the same mathematical
convergence ranks (see the appendix), the new proposed algorithm is more powerful
and could reach better convergence. It should be pointed out that the minimums
of the out-of-balance force and out-of-balance displacement do not take place
concurrently. Figure 1 displays such a behavior schematically, where variations of
these two are plotted against the fictitious timestep. For instance, the minimum
values of the unbalance force and residual displacement happen in the timesteps
�MFT and �∗, respectively. If the minimum unbalance force criterion is utilized, the
fictitious timestep �MFT will be obtained. In this case, the residual displacement is far
from its minimum value. Hence, it won’t be the best selection because the residual
displacement of the current iteration creates a bigger out-of-balance force in the next
step. There is a similar situation for the timestep �∗. However, using the minimum
unbalance energy criterion gives the fictitious timestep as �REMT . As a result, it
would be reasonable to accept that the minimum unbalance energy criterion be more
efficient than the other methods.

THE DR ALGORITHM USING REMT

By using the proposed formulation, a DR method with better convergence rate
is obtained. This algorithm is based on the minimization of the unbalance energy
function. If the UBE function cannot be minimized, then the fictitious timestep
will be calculated by minimizing the out-of-balance force (UBF). The proposed
algorithm is presented in the following,

(a) Assume values for initial fictitious velocity (null vector), initial displacement
(null vector or convergence displacement on the previous increment, if available),
fictitious timestep (1) and a convergence criterion for the out-of-balance force
and kinetic energy (eR = 1�0E − 6 and eK = 1�0E − 12),

(b) construct tangent stiffness matrix and internal force vector,
(c) calculate out-of-balance force vector using Eq. (6),
(d) if �Rn� ≤ eR, go to (s), otherwise continue,
(e) construct fictitious diagonal mass matrix using Eq. (7),
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50 REZAIEE-PAJAND ET AL.

(f) calculate fictitious damping factor by Eq. (8),
(g) update fictitious velocity vector using Eq. (3),
(h) if

∥∥Vn+ 1
2

∥∥ ≤ eK , go to (s), otherwise, continue,
(i) determine internal force increment vector by Eq. (14),
(j) calculate An+1

1 , An+1
2 and An+1

3 by Eqs. (19), (20), and (21), respectively,
(k) if �An+1

2 �2 − 4An+1
1 An+1

3 <0, go to (p), otherwise continue,
(l) calculate two fictitious timesteps ��n+1

1 � �n+1
2 � from Eq. (22),

(m) find UBE��n+1
1 � and UBE��n+1

2 � by using �n+1
1 and �n+1

2 in Eq. (17),
(n) if UBE��n+1

1 � > UBE��n+1
2 � then �REMT = �n+1

1 , otherwise, �REMT = �n+1
2 ,

(o) go to (q),
(p) calculate fictitious timestep by Eq. (15), �MFT,
(q) update displacement vector using Eq. (4),
(r) go to (b),
(s) print results of the current increment,
(t) if increments are not complete, go to (a), otherwise, stop.

As it mentioned, the proposed algorithm transforms to the MFT method when
the unbalance energy function does not have any minimum. As a result, the MFT
technique is a special case of the proposed algorithm (REMT).

NUMERICAL EXAMPLES AND DISCUSSION

In this part, the ability of the proposed REMT algorithm is investigated during
analysis by some numerical examples. To show the preference of the new method,
the obtained results are compared with those from CFT (constant fictitious time)
and MFT (modified fictitious time) algorithms. The mentioned three techniques
are utilized to analyze some frame, truss, plate and shell structures with small
and large deformation behaviors. Finite element and finite difference formulations
are considered and a computer program (written by the authors) is utilized for
all numerical studies. The nonlinear analyses are based on elastic large deflection
behavior.

Space Truss

Figure 2 displays a space truss with axial rigidity AE = 10� 000N (Saka,
1990). Because of its symmetrical geometry and loading, this structure has only
one effective degree of freedom (displacement in the Z direction i. e. D). A
total Lagrangian finite element approach is used for its elastic-large deformation
formulation (Felippa, 1997). The internal force and tangent stiffness relationships
for linear and nonlinear analyses can be formulated as follows;

f�D� = 2
AE

L3
0

�D2 + 2Z0D��D + Z0� Non-linear Elastic Large Deflection (31)

ST = 2
AE

L3
0

�2�D + 2Z0�
2 + �D2 + 2Z0D�	
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TIMESTEP SELECTION FOR DYNAMIC RELAXATION METHOD 51

Figure 2 Space truss: (a) side view, (b) top view (dimensions in millimeters).

f�D� = 4
AE

L3
0

Z2
0D

ST = 4
AE

L3
0

Z2
0

Linear Elastic Small Deflection (32)

Here L0 and Z0 are original the length of each member and the height of the tip
node in undeformed truss �100

√
2�375mm�, respectively. Figure 3 shows the load

deflection curves for both linear and nonlinear analyses. In the nonlinear analysis
(elastic large deflection), the softening behavior occurs. The number of required
iterations for the convergence algorithms has also been inserted in Table 1. Using
linear analysis, the MFT and REMT methods converge to the solution after only
one iteration. This means that the convergence rate of the suggested technique is
infinite in linear behavior as is proved mathematically in the appendix. It may also
be easily observed in other linear systems with a single degree of freedom.

Figure 3 Load-deflection curves for space truss.
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TIMESTEP SELECTION FOR DYNAMIC RELAXATION METHOD 53

Figure 4 Variation of out-of-balance force for the 10th increment of non-linear space truss.

On the other hand, the REMT algorithm causes a maximum reduction in
convergence rate up to about 95% and 5% in comparison to the CFT and MFT
methods, respectively. Therefore, the proposed scheme has higher efficiency than
the both previous techniques, especially in the nonlinear analysis. The variations of
unbalance force and kinetic energy have been plotted in Figs. 4 and 5, respectively
for 10th increment of the nonlinear analysis. These Figures show that using REMT
reduces the out-of-balance force and the kinetic energy quicker than when the MFT
and constant fictitious time is used.

Truss-Spring System

Figure 6 shows a nonlinear system with one degree of freedom. This structure
is formed by a spring with stiffness KS = 10�51N/cm and a truss element with axial
rigidity AE = 44483985�77N. The fundamental relationships for internal force (f)
and tangent stiffness �ST � are as follow, (Underwood, 1983),

f�D� = 0�5AE�cos2 
�
(
D

L0

)2[
D

L0

cos2 
− 3 sin

]
+ ksD +

(
AE

D

L0

)
sin2 
 (33)

ST = 1�5AE�cos2 
�
[
D

L0

cos2 
− 2 sin

](

D

L2
0

)
+ ks +

AE sin2 


L0

(34)

Figure 5 Variation of kinetic energy for the 10th increment of non-linear space truss.
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54 REZAIEE-PAJAND ET AL.

Figure 6 Truss-spring system.

The loading process is completed in twelve increments with each load step of
4.4484N. Figure 7 displays the load-deflection curve for this system. This structure
has both softening and hardening behaviors. The number of required iterations for
convergence has also been inserted in Table 2. When the REMT is used, the maximum
reduction in comparison to the MFT and CFT algorithms is up to 90% and 5%,
respectively. On the other hand, Figs. 8 and 9 demonstrate variations of out-of-balance
force and kinetic energy, respectively for the 12th increment. From these figures, one
can clearly observe that using REMT reduces the out-of-balance force and the kinetic
energy quicker than those when MFT and CFT methods are employed.

LINEAR 2D TRUSS

Figure 10 shows a 2D truss which has two degrees of freedom. By considering
the elastic linear small deflection behavior �AE = 617� 511� 452N�, the governing
equilibrium equations form a system of two coupled linear algebraic equations as
follows; [

173�80127 31�41756
31�41756 273�62511

]{
DX

DY

}
=

{
5

−50

}
MN� (35)

Figure 7 Load-deflection curve for truss-spring system.

D
ow

nl
oa

de
d 

by
 [

Fe
rd

ow
si

 U
ni

ve
rs

ity
] 

at
 2

3:
06

 1
1 

Fe
br

ua
ry

 2
01

2 



T
ab

le
2
T
he

nu
m
be
r
of

it
er
at
io
ns

fo
r
co
nv

er
ge
nc
e
in

th
e
tr
us
s-
sp
ri
ng

N
um

be
r
of

it
er
at
io
ns

fo
r
ea
ch

lo
ad

in
cr
em

en
t

Im
pr
ov

em
en
t
(%

)

M
et
h.

1
2

3
4

5
6

7
8

9
10

11
12

T
ot
al

C
F
T
-R

E
M
T

C
F
T

M
F
T
-R

E
M
T

M
F
T

C
F
T

76
73

77
83

95
13

4
75

57
49

45
42

40
84

6
91

.3
7.
5

M
F
T

5
5

7
7

9
15

8
6

6
4

4
4

80
R
E
M
T

5
5

7
7

7
9

8
6

6
4

4
4

74

55

D
ow

nl
oa

de
d 

by
 [

Fe
rd

ow
si

 U
ni

ve
rs

ity
] 

at
 2

3:
06

 1
1 

Fe
br

ua
ry

 2
01

2 



56 REZAIEE-PAJAND ET AL.

Figure 8 Variation of out-of-balance force for the 12th increment of truss-spring system.

Figure 9 Variation of kinetic energy for the 12th increment of truss-spring system.

Figure 10 Linear 2D truss.

The result of one increment analysis leads to the horizontal and vertical
displacements equal to 6.311 cm and −18�998 cm, respectively. The number of
required DR iterations for convergence of the CFT, MFT and REMT is 249, 46
and 35, respectively. It is clear that the proposed method (REMT) gives a reduction
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TIMESTEP SELECTION FOR DYNAMIC RELAXATION METHOD 57

Figure 11 Variation of out-of-balance force for the linear 2D truss in logarithmic scale.

up to 23% to 85% compared with the MFT and CFT procedures, respectively. To
give more insights, Figs. 11 and 12 show the variations of the residual force and
kinetic energy in the logarithmic scale. Based on these figures, one can see that the
positive influence of the suggested REMT method appears in the mid of iterations,
and in some initial iterations (between 1 and 14), the MFT and REMT schemes are
approximately the same. As a result, the overall convergence rate of the REMT is
better than the MFT.

Building Frame

A building frame with five bays and six stories is shown in Fig. 13. A
uniform load of q = 50 kg/cm is applied on each floor and the horizontal forces
are calculated by distribution of the base shear arising from an earthquake loading.
The columns of three lower and upper stories are constructed from W18×
40 and W18× 35, respectively, and all beams are W16× 31. Small and large
deformation analyses are performed for this structure, and co-rotational finite
element formulation is utilized for large deformation analysis (Fellippa, 1997).
The conventional linear stiffness matrix of the 2D frame element was used for
small deflection analysis. Figure 14 demonstrates the load-deflection curves for

Figure 12 Variation of kinetic energy for the linear 2D truss in logarithmic scale.
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58 REZAIEE-PAJAND ET AL.

Figure 13 Building frame.

the horizontal displacement of top of the frame for both linear and nonlinear
analyses. In the elastic large deflection (nonlinear) analysis this frame has a softening
behavior. The number of required iterations for convergence has also been inserted
in Table 3. Using the REMT method, a considerable reduction of calculation
time up to about 40% may be observed. Calculation of the internal force vector
and stiffness matrix is an expensive part of nonlinear analyses, and therefore,
reduction of the number of iterations may decrease the cost and the computational
time considerably. As a result, using the suggested formulation can be advised
for nonlinear, multi degrees of freedom finite element problems like frames. The
variations of the unbalance force and kinetic energy for iterations between 600 and
700 have been illustrated by Figs. 15 and 16 for the 10th increment of nonlinear
analyses, respectively. These figures also show the preference of new proposed
algorithms so that local fluctuations do not appear in the REMT.

Figure 14 Load-deflection curves of building frame.
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60 REZAIEE-PAJAND ET AL.

Figure 15 Variation of out-of-balance force for the 10th increment of non-linear building frame.

Figure 16 Variation of kinetic energy for the 10th increment of non-linear building frame.

It is also worth emphasizing that the frame structures have different kinds of
degrees of freedom such as rotation and transformation. These degrees of freedom
and their corresponding internal forces have different numerical units. In the
minimum unbalance force algorithm (MFT), the effects of all degrees of freedom are
considered to be the same; hence, the effect of different dimensions is not considered
and the utility of MFT approach may be decreased. In the REMT algorithm, each
element of the unbalance force vector is multiplied by the corresponding residual
displacement. This procedure causes dimensional consistency of different degrees of
freedom. Hence, the ability and also the efficiency of the suggested method increase.
In addition, the effect of nonhomogenous degrees of freedom is limited and higher
efficiency may be achieved in the intense nonlinearities. The results of building frame
and other wide ranges of the numerical studies which have different types of degrees
of freedom prove this merit.

Spherical Cap

Figure 17 shows a clamped spherical cap under a uniformly distributed
load (Teng and Rotter, 1989). The thickness of this axisymmetric shell is 1.27 cm.
The modulus of elasticity and Poisson’s ratio of the purely elastic material are
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TIMESTEP SELECTION FOR DYNAMIC RELAXATION METHOD 61

Figure 17 Spherical cap under a uniformly distributed load.

206�8324× 106 N/m2 and 0.3, respectively. The finite element analysis of this thin-
walled structure is based on total Lagrangian formulation of axisymmetric shells
(Oliver and Onate, 1986). This formulation allows for large displacements and large
rotations of the structures. Moreover, shear deformation effects have also been
taken into account. Here, three axisymmetric shell elements are used. The loading
process is completed during eight increments with a total load of 8� 277� 300N/m2.
Figure 18 shows the load versus displacement at the apex. This structure has
both softening and hardening behaviors. The number of required iterations for
convergence has been inserted in Table 4. In this case, a maximum reduction up to
25% and 7%, in comparison to the MFT and CFT algorithms, may be obtained.
On the other hand, Figs. 19 and 20 demonstrate variations of the out-of-balance
force and kinetic energy for the 4th increment, respectively (between iteration 300
and 400). These figures also confirm the effectiveness of REMT compared to MFT
and CFT methods.

Figure 18 Load-deflection curve for the spherical cap.
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62 REZAIEE-PAJAND ET AL.

Table 4 The number of iterations for convergence in the spherical cap

Number of iterations for each load increment Improvement (%)

Meth. 1 2 3 4 5 6 7 8 Total CFT-REMT
CFT

MFT-REMT
MFT

CFT 49 55 66 102 113 65 54 49 5562 26.9 7.7
2 1 0 5 8 5 9 2

MFT 28 36 54 95 101 54 35 35 4403
1 5 3 5 37571 0

REMT 28 36 43 84 96 48 34 34 4065
1 5 7 1 2 6 7 6

Figure 19 Variation of out-of-balance force for the 4th increment of the spherical cap.

Figure 20 Variation of kinetic energy for the 4th increment of the spherical cap.

Plate Structures with Finite Differences Analysis

A plate with a general configuration as shown in Fig. 21 is analyzed under
uniform pressure (q). This plate is constructed from steel with modulus of elasticity
2E6 kg/cm2 and Poisson ratio of 0.3. The dimensions a, b and h are assumed to
be 150cm, 100cm and 0.8 cm, respectively. Other sizes, such as c1, c2, d1 and d2,
will be determined for each analysis. In this example, finite differences analysis of
the plate bending is performed by numerical solution of the differential equilibrium
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TIMESTEP SELECTION FOR DYNAMIC RELAXATION METHOD 63

Figure 21 Geometry of plate structure for finite differences analysis.

equations. The equilibrium equations of the structure can be written as follows,
(Kadkhodayan et al., 1997),

�Nx

�x
+ �Nxy

�y
= 0

�Ny

�y
+ �Nxy

�x
= 0 (36)

�2Mx

�x2
+ �2My

�y2
− 2

�2Mxy

�x�y
+ Nx

�2w

�x2
+ Ny

�2w

�y2
+ 2Nxy

�2w

�x�y
+ q = 0�

where the internal forces are defined as below,

�Nx� Ny� Nxy�Mx�My�Mxy� =
∫ h/2

−h/2
��x� �y� �xy� z�x� z�y� z�xy�dz (37)

The stresses are related to the strains by Hooke’s law and the strains can be
written in the following,

�x = �0
x + z
x� �y = �0

y + z
y� �xy = �0xy + z�xy (38)

The mid-plane strains and curvatures may be written as functions of
displacements,

�0
x =

�u

�x
+ 1

2

(
�w

�x

)2

� �0
y =

�v

�y
+ 1

2

(
�w

�y

)2

� �0xy =
�u

�y
+ �v

�x
+ �w

�x

�w

�y


x = −�2w

�x2
� 
y = −�2w

�y2
� 
xy = 2

�2w

�x�y
(39)

The above relationships show the large deflection behavior of plates. As mentioned,
the finite difference method is utilized for the analysis and the numbers of mesh
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64 REZAIEE-PAJAND ET AL.

Table 5 Comparison between the numerical and analytical results for a uniformly loaded rectangular
plate �c = d = 0��a/b = 1�5	

Boundary
conditions along

edges Wmax
h

Case 1 2 3 4 12qb4�1−�2�

Eh4
Analytical Numerical

Deformation
type

Error %
�wmax�N−�wmax�A

�wmax�A
×

100

R1 C C C C L.D.* 1000 1.20 1.2073 +0�6
R2 C C C C L.D. 500 0.8 0.8096 +1�2
R3 S S C C S.D.** 500 2.655 2.6618 +0�3
R4 S S C F S.D. 50 0.5274 0.5155 −2�3
R5 S S S F S.D. 50 0.5226 0.5317 +1�7

∗Large deformation. ∗∗Small deformation.

intervals used in the computation were 20, 20, and 11 for the length, width
and thickness directions, respectively. For rectangular plates �c1 = d1 = 0�, the
numerical results of the DR method have been compared with the analytical
solution (Timoshenko and Woinowsky-Krieger, 1959) in Table 5 and the accuracy
of the numerical results is almost acceptable.

Furthermore, plates with a rectangular hole have been analyzed under uniform
pressure with large deflection behavior. The geometrical and loading specifications,
boundary conditions and the obtained results have been inserted in Table 6. Also
symbols C, S, F, RP and PP indicate the clamped edge, simply support, free edge,
rectangular plate �c1 = c2 = d1 = d2 = 0� and punched plate �2c1/3 = c2 = d1 =
d2 = 30 cm�, respectively. The results indicate that when the REMT is used the
average reductions in iterations compared with the MFT and CFT algorithms are
about 10% and 18%, respectively. In order to observe the differences between the
convergence rates of different DR algorithms more clearly, the variation of the out-
of-balance force and the kinetic energy at each iteration has been studied. These
quantities show how the dynamic response diminishes as the solution is approached.
For this purpose, cases with a mixture of boundary conditions, i.e. RP2 and PP1,
have been selected (see the Table 6). The results are illustrated in Figs. 22–25.
Because the differences between the results are more significant during the initial
iterations, the differences between the out-of-balance force and kinetic energy are
shown for a part of iterations. It is observed that using REMT method reduces the
unbalance force faster than the conventional methods. Moreover, it can be easily
seen that the kinetic energy obtained with the use of the REMT method is always
lower than that with the MFT. Although some small fluctuations take place when
using this method, the total number of iterations is always less than the conventional
schemes (Figs. 22 and 23). In other words, some local oscillations do not have any
significant effect on the improvement made by the REMT procedure.

CONCLUSION

In this paper, a REMT is formulated for the DR method by minimizing the
unbalance energy function in each iteration. To assess the proposed technique, the
modified fictitious timestep (MFT) and the constant fictitious timestep (CFT) were
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66 REZAIEE-PAJAND ET AL.

Figure 22 Variation of out-of-balance force of the plate RP2.

Figure 23 Variation of kinetic energy of the plate RP2.

Figure 24 Variation of out-of-balance force of the plate PP1.

utilized. The mathematical convergence rank of DR algorithm for a single degree
of freedom system demonstrates that both REMT and MFT tactics improve the
convergence rank from one to infinity for linear problems. However, these schemes
promote the convergence rank from one to two for nonlinear analysis. Moreover,
the ability of REMT algorithm was investigated for both finite difference (small
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TIMESTEP SELECTION FOR DYNAMIC RELAXATION METHOD 67

Figure 25 Variation of kinetic energy of the plate PP1.

and large deflections of plate bending problems with different boundary conditions)
and finite element problems (truss, frame and thin-walled structures with elastic
geometrically nonlinear behavior).

The numerical results show that the proposed formulation (REMT) has an
appropriate efficiency in both finite elements and finite differences solutions. In the
analysis of plate bending problems by the finite difference strategy, the average
reduction in the number of iterations is up to about eighteen and eight percent in
comparison to the CFT and MFT algorithms, respectively. On the other hand, these
reductions are twenty eight and eight percent in finite element analysis, respectively.
It can be concluded that the proposed algorithm has a good efficiency in both finite
element and finite difference methods and does not depend on any formulation
scheme. Hence, the suggested technique can be most probably used in other kinds of
engineering problems. Moreover, the developed fictitious time does not impose any
additional convergence criteria and, at the same time, it optimizes the convergence
rate of the DR method, especially in the initial stage of the iterative procedure.

APPENDIX: THE MATHEMATICAL CONVERGENCE RATE

For a simple structure with only one degree of freedom Eqs. (15) and (27) take
the same form, as follows,

�REMT = �MFT = rn

ḟ
n+ 1

2

(A.1)

Mathematically, it is known that the ability of an iterative method to yield
converged results depends on the magnitude of its convergence rank. One of the
conventional methods for determining the convergence rank uses Taylor series. In
this method, the degree of the first nonzero derivative in the iterative relation is
usually identified as the convergence rank (Murphy et al., 1988), as shown in the
following relation,

�n+1 = �ng′���+ ��n�2

2! g′′���+ · · · + ��n�m

m! g�m����+ · · · � (A.2)
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where the quantities � and �n are the real solution and the error in the nth
iteration, respectively �Dn = �+ �n�. The function (g) also is determined from the
characteristics of the solution process, and can be written as,

Dn+1 = g�Dn�� (A.3)

In the following, the convergence rank of the DR method for the cases of constant
(CFT), modified (MFT), and REMT is determined. First, the iterative function �g�
is formulated from equations (3) and (4) in the following form,

g�D� = D + �n+1

[
2− cn�n

2+ cn�n
vn−

1
2 + 2�n

�2+ cn�n�mn
rn
]
� (A.4)

where the mass and damping quantities may be substituted from Eqs. (7) and (8),
respectively. Now, for a one degree of freedom system, these quantities can be
simplified as follows,

{
mn = ST ��

n�2

4

cn�n = 4
√

SG
ST

(A.5)

where ST and SG are the tangent and secant stiffness, respectively. Initially, the
fictitious time is assumed to be constant and equal to unity for all nodes and all
iterations. In this case, the function g1 becomes

g1�D� = D +
(
2− 4

√
SG
ST

)
vn−

1
2 + 8rn

ST

2+ 4
√

SG
ST

� (A.6)

Using the MFT and REMT (Eq. A.1), leads to the following iterative function g2,

g2�D� = D + rn

ST
� (A.7)

Now, the first derivative of functions g1 and g2 with respect to the
displacement can be found as follows,

g′1��� = 1+ 8

2+ 4
√

SG
ST


1−

(
ST

�SG
�D

− SG
�ST
�D

)√
ST
SG
vn−

1
2

�ST �
2
(
2+ 4

√
SG
ST

)
∣∣∣∣∣∣



�

	= 0 (A.8)

g′2�D� = − rn �ST
�D

�ST �
2

∣∣∣∣∣
�

= 0 (A.9)

Here, primes denote the derivative respect to the displacement. Because of the
nonzero first derivative for the function g1, the convergence rank of the DR method
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Table 1-A The convergence rank of the DR
method

Fictitious timestep

Convergence rank Nonlinear Linear

1 1 CFT

 2 MFT

 2 REMT

with a constant fictitious time will be equal to unity. On the other hand, the second
derivative of g2 has the following form,

g′′2 �D� = −
rn
[

�2ST
�D2 ST − 2

(
�ST
�D

)2]− �ST �
2 �ST
�D

�ST �
3

∣∣∣∣∣∣∣∣
�

=
�ST
�D

ST

∣∣∣∣∣
�

� (A.10)

In general, the relation (A.10) is not zero; hence, the convergence rank of the
DR method using MFT and REMT for the nonlinear problems will be equal to
two. However, the tangent stiffness remains constant during the analysis for linear
problems and the following equation can be written,

�ST
�D

= �2ST
�D2

= · · · = �mST
�Dm

= · · · = 0� (A.11)

Therefore, from Eqs. (A.10) and (A.11), the second derivative of g2 in linear
problems is zero, and it is easy to show that all of the subsequent derivatives for
linear problems will be equal to zero. Thus, it can be concluded that the convergence
rank of the DR method with the modified fictitious timestep and REMT is infinite
for linear problems. Table 1-A gives a summary of the convergence ranks of the DR
method for conventional (CFT), modified (MFT), and REMT for the systems with
one degree of freedom.

NOMENCLATURE

An+1
1 � An+1

2 � An+1
3 formulation parameters in n+ 1th increment

AE axial rigidity
An artificial acceleration vector in nth iteration
cn artificial damping factor in nth iteration
Cn artificial damping matrix in nth iteration
DOF number of degrees of freedom
D vectors of displacement
EI flexural rigidity
f vector of internal forces
ḟ vector of internal force increment
Mn artificial mass matrix in nth iteration
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70 REZAIEE-PAJAND ET AL.

P vector of external loads
UEF unbalance energy function
UFF unbalance force function
R vector of unbalance force
S stiffness matrix
Vn artificial velocity vector in nth iteration
CFT constant fictitious time
MFT modified fictitious time
REMT residual energy minimizer timestep
Superscripts
n iteration number of DR method
Subscripts
i each degree of freedom of structure
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