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ACCELERATED NORMAL AND SKEW-HERMITIAN SPLITTING
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ABSTRACT. For solving large sparse non-Hermitian positive definite linear equa-
tions, Bai, Golub and NG proposed the Hermitian and skew-Hermitian splitting
methods (HSS). They recently generalized this technique to the normal and skew-
Hermitian splitting methods (NSS). In this paper, we present an accelerated nor-
mal and skew-Hermitian splitting methods (ANSS) which involve two parameters
for the NSS iteration. We theoretically study the convergence properties of the
ANSS method. Moreover, the construction factor of ANSS iteration is derived.

Numerical examples illustrating the effectiveness of ANSS iteration are presented.

1. INTRODUCTION AND PRELIMINARIES
Many problems in scientific computation given rise to solving the linear system
(1.1) Az = b,

with A € C"™" a large non-Hermitian positive definite matrix and z,b € C".
We observe that the coefficient matrix A naturally possesses the Hermitian/skew-
Hermitian (HS) splitting

A=H+S
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where

1 1
H= §(A+A*) and S = Q(A—A*)
with A* being the conjugate transpose of A. Bai, Golub and NG [2] presented
the HSS iteration method: given an initial guess (¥, for k = 0,1,2,..., until z*

converges, compute

(1.2) { (al + H)z*+2) = (ol — §)z® + b,

(af + S)ax® ) = (o — H)zk+3) 4 b,

where « is a given positive constant. They have also proved for any positive a the
HSS method converges unconditionally to the unique solution of the system of linear
equations.

Bai, Golub and Ng [2] recently generalized this technique to the normal and skew-
Hermitian splitting methods (NSS). They split the coefficient matrix A into

A=N+S

where N € C"™" is a normal matrix and S € C"" is a skew-Hermitian matrix,
and obtained the following normal/skew Hermitian splitting (NSS) method to itera-
tively compute a reliable and accurate approximate solution for the system of linear
equation (1.1):

The NSS iteration method: Given an initial guess z(®) € C*. For k =0,1,2. .. until

{z®)} converges, compute

(af + N)z*+3) = (ol — S)a® + b,
(al + S)z*+D) = (oI — N)ak+3) 4 p,

where « is a given positive constant. They have also proved that for any positive «
the NSS method converges unconditionally to the unique solution of the system of
linear equations.

In this paper, we introduce two constants for the NSS iteration and present differ-
ent approach to solve Eq. (1.1), called the accelerated normal and skew-Hermitian
splitting iteration, shortened to the ANSS iteration. Moreover, we analyze the con-
vergence properties of the ANSS iteration and present the numerical examples for

illustrating the effectiveness of ANSS iteration.
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2. THE ANSS METHOD

Throughout the paper, the non-Hermitian matrix A € C**" is positive definite if
its Hermitian part is Hermitian positive definite.
The ANSS iteration method: Given an initial guess (¥, for &k = 0,1,2... until

{x(M converges, compute

(af + N)zk+2) = (oI — S)a®) + b,
(BI + S)z*+D) = (BI — N)zh+3) 4+ b,

where « is a given nonnegative constant and [ is a given positive constant, and
N € C"" is a normal matrix and S € C"*" a skew-Hermitian such that A = N+ 5.

In matrix-vector form, the ANSS iteration method can be equivalently rewritten

as
2D M(a,ﬁ)x(k) +G(o,8), k=0,1,2...
where
M(a, B) = (BT + S)"H(BI — N)(al + N) " (al — S)
and

G(a,B) = (a+B)(BI+S) al +N)!

Here, M(«, () is the iteration matrix of the ANSS iteration. The following theorem

describes the convergence properties of the ANSS iteration.

Theorem 2.1. Let A € C"™*" be a positive definite matriz, N € C**" be a normal
matriz and S € C"*™ be a skew-Hermitian matrixz such that A = N + S, and «

be a nonnegative constant and [ be a positive constant. Then the spectral radius
p(M (v, B)) of the iteration matriz M (o, ) of the ANSS iteration is bounded by

e+ G
i, B) = max max %
(o +5) +1;

gj€o(s /62 + 0_2 v +in; EAN

where A\(N) is the spectral set of N and o(s) is the singular-value set of S. And, for

any given parameter o, if 5 satisfies

2 2 2 2

, < 6 S o+ 27mm
20Ymin + 772m'n + 7772,1111 20 maz + 77%11;:1: + 77r2naz }



236 F. TOUTOUNIAN, D. HEZARI

then §(«, B) < 1, and or if B satisfies

o+ 27mm S 5 and Omax S \/7mm + Nmin + 27min05

then §(a, B) < 1, i.e., the ANSS iteration converges, where Ymin and Ymaz, Mmin
and Npmae are the lower and the upper bound of the real, the absolute values of the
imaginary parts of the eigenvalues of the matriz N, respectively, and opmin, Omaz 0T€

the lower and the upper bound of the singular-value set of the matriz S, respectively.

Theorem 2.1 mainly discusses the available § for a convergent ANSS iteration
for any given nonnegative . It also shows that the choice of [ is dependent on
the choice of «, the spectrum of the matrix /N, the singular-values of S, but is not

dependent on the spectrum of A.
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