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Abstract Semantic relation extraction is a significant

topic in semantic web and natural language processing with

various important applications such as knowledge acqui-

sition, web and text mining, information retrieval and

search engine, text classification and summarization. Many

approaches such rule base, machine learning and statistical

methods have been applied, targeting different types of

relation ranging from hyponymy, hypernymy, meronymy,

holonymy to domain-specific relation. In this paper, we

present a computational method for extraction of explicit

and implicit semantic relation from text, by applying sta-

tistic and linear algebraic approaches besides syntactic and

semantic processing of text.

Keywords Semantic relation extraction � Semantic role

labelling � Singular value decomposition

1 Introduction

Text sources and the rapidity information distribution is

speedily increasing over time in all modern media such as

internet. These phenomena make it complicated and

problematic to identify meaningful links between intraday

information flows. Many studies have concentrated on

information extraction (IE) and relation extraction (RE) in this

decade. Researchers have employed several methods from

natural language processing (NLP), pattern recognition and

classification into similarity measurement to distinguish rel-

evant sources (information) from irrelevant ones and to

extract information as well as relation that may be mentioned

explicitly or even implicitly. This topic can be seen from

different points of view such as computational linguistic,

cognitive linguistic, morphology (linguistic). Many applica-

tions apply RE technique, such as ontology learning and

alignment [1–3], ontology evolution and enrichment [4], IX

and retrieval [5–7], text categorization and summarization.

Semantic relations are meaningful associations between

two or more entities; these can be mentioned explicitly or

implicitly. Associations between entities can be catego-

rized into different types, abstracted or conceptualized.

Semantic relations can refer to relations between concepts

in the mind (conceptual relations), or relations between

words (lexical relations) or text segments [8]. As is said in

[9], ‘‘When I think in language, there aren’t ‘meanings’

going through my mind in addition to the verbal expres-

sions: the language is itself the vehicle of thought’’.

Semantic RE in domain-independent text is a chal-

lenging task. One problem is the identification of semantic

relations that are at the core of NLP and may be latent and

concealed among the elements of text such as phrases,

sentences, and discourse. In some context, the RE aims to

identify the semantic relations between terms in the texts.

These include already existing relations between the terms

in the knowledge base or completely new (latent) relations.

As a result, extra information about terms can be acquired.

By identifying new relation in the text and recognizing

their features, the approach could also be applied to

ontology population. Moreover, since it extracts new

relations between terms, it could be applied for ontology

learning. In addition, various methods have been presented

to compute mappings between elements from different

M. Zahedi (&) � M. Kahani

Department of Computer Engineering,

Ferdowsi University of Mashhad, Mashhad, Iran

e-mail: Zahedi@staff.um.ac.ir

M. Kahani

e-mail: kahani@um.ac.ir

123

Neural Comput & Applic

DOI 10.1007/s00521-012-1109-9



ontologies. In many cases, they fail to achieve salient

mappings due to poorly developed or heterogeneous

ontology structures. In this case, semantic RE also plays a

crucial role [1, 10].

However, entity and relations are inextricably bound

with language and text, and it is difficult to analyse the

meaning of concepts and relations apart from the language

that expresses them. Halliday and Hasan have explained in

[11]: ‘‘A text is not something that is like a sentence, only

bigger; it is something that differs from a sentence in kind.

A text is best regarded as a semantic unit: a unit not of form

but of meaning’’.

With this background in our study, we focus on RE from

the standpoint of computational linguistic, with emphasis

on semantic. We demonstrate the effectiveness of semantic

role in RE and indicate how this feature along with syn-

tactic attributes and corpus-based statistical approaches

such as tf–idf and singular value decomposition (SVD),

which are linear algebra-based methods, will optimize the

model performance. The experimental results show that the

proposed model can achieve noticeable performance

comparable with previous best studied models. Ontology

independency, scalability and usability in various applica-

tions such as ontology population, text summarization, text

classification, question/answering systems and search

engines are the strengths of our method.

The rest of paper is organized as follows: in Sect. 2, we

have briefly reviewed previous and related works, and Sect.

3 presents the methodological basis of SVD method. Then,

we discuss some NLP on text and corpus in Sect. 4, while

the proposed model is described in Sect. 5. Section 6

illustrates the experimental results and comparisons of our

work with related works. Finally, Sect. 7 completes this

paper with a brief conclusion.

2 Related work

Several approaches have been proposed for the relations

extraction from text. Some of them rely on the mapping of

syntactic dependencies onto semantic relations, such as

SVO [12, 13], using either pattern matching [14] or other

strategies, such as probabilistic parsing [15], or clustering

of semantically similar syntactic dependencies, according

to their selection restrictions [16]. The Asium system [17]

learns semantic knowledge by using clustering features in

the form of sub-categorization frames of verbs. Zelenko

et al. [18] used support vector machines with a specialized

kernel model based on instances representation and their

position in a shallow parse tree, while Zhao et al. [19] used

kernel methods and support vector machines to integrate

and extend the individual kernels. Reichartz et al. [20] have

presented new tree kernels over dependency parse trees

automatically generated from natural language text. They

also optimized kernel computations to improve the actual

runtime. But kernel-based methods suffer from two weak

points. First, in some cases, information contained in the

SPT is not sufficient to determine relationship. Secondly,

the current tree kernels may not be able to adequately

capture the structural information in a tree structure. In

other words, each sub-tree enumerated in the kernel com-

putation does not consider the contextual information

outside the sub-tree. Finally, while it is well known that

semantic information plays a crucial role in semantic RE, it

has not been well studied in [21–23]. In contrast, Zhou and

Zhang in [23] employed diverse lexical, syntactic and

semantic knowledge in feature-based RE using support

vector machines. Their study demonstrated that the base

phrase chunking information contributes to most of the

performance improvement from syntactic aspect. Evalua-

tion results show that their feature-based approach signif-

icantly outperforms tree kernel-based approaches.

Maedche and Staab [24] proposed an algorithm based on

statistical techniques and association rules of data mining

technology for detecting relevant relationships between

ontological concepts. Imsombut [4] presented a statistical

approach for learning the semantic relations between con-

cepts of ontology in the agricultural domain. In [25],

mainly statistical methods based on frequency information

have been employed over linguistic dependencies in order

to establish relations between entities from a corpus of the

biomedical domain without labelling the discovered rela-

tions. DODDLE [26] extracts the non-taxonomic relation-

ships by analysing the co-occurrence of lexical relations,

based on word space, while Kavalec and Svatek [27] pro-

posed the technique for relation labelling by selecting verbs

frequently occurring in the context with each concept

association. Karoui et al. [3] combined a verb-centred

method, lexical analyses, syntactic and statistic ones to

extract multi-type relations from the text analyses and the

existent relations. Focusing on the particular task of

ontology development, RelExt system [28] extracts rele-

vant verbs and their grammatical arguments from a

domain-specific text collection and computes corresponding

relations through a combination of linguistic and statistical

processing. Yan et al. [29] proposed an unsupervised

approach that uses linguistic information to reduce surface

and noisy surface patterns generated from large corpus, and

used Web frequency information to smooth the sparseness of

linguistic information.

This paper focuses on studying syntactic and semantic

information to determine a more effective method of

extracting semantic relations between text semantic units.

We will further explore the linear algebra approach with

syntactic and semantic information. We also show how

semantic information such as semantic role of each term
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can be equipped to further improve the performance.

Evaluation of the ACE corpora shows that our system

outperforms other previous methods.

3 Singular value decomposition

Latent semantic analysis (LSA) applied SVD [30] to reveal

semantic patterns in textual data. The fundamental idea in LSA

explains that linguistic knowledge contains a large number of

weak correlations between semantic concepts. LSA claims that

using SVD and choosing correct choice of dimensionality can

reveal the semantic patterns and latent meaning of the text.

SVD was found to be adopted along with measuring similarity

or clustering techniques in most domains.

3.1 Structural SVD design

In LSA, a corpus of linguistic data is represented as a word-

by-document matrix. Rows represent words and columns

represent documents in which words appear. The matrix

entries are a measure of the number of times a word

appears in a specific document (Fig. 1).

Singular value decomposition takes an occurrence matrix

A with m rows and n columns and then decomposes it into a

product of three matrices, A ¼ USVT , where U(m 9 m) and

VT n� nð Þ are the left and right orthogonal matrices and

S(m 9 n) is a rectangular matrix with non-negative singular

values on the diagonal in order of decreasing magnitude. We

choose special orthonormal bases V ¼ ðv1; v2; . . .; vrÞ for the

row space and U ¼ ðu1; u2; . . .; urÞ for the column space,

such that Avi is in the direction of ui. si provides the scaling

factor where Avi ¼ siui. In matrix form, this becomes

AV = US or A ¼ USVT .

3.1.1 Dimension reduction

In the next step, SVD performs a dimensionality reduction

over matrix A. It keeps the first k values of S and produces

a k-reduced truncated approximation of A as _Aðm� nÞ ¼
_Uðm� kÞ � _Sðk � kÞ � _V

Tðk � nÞ. Different approxima-

tions will be produced for different values of k. The entries

in A will change to lower or higher values in _A, producing a

linear least squares approximation of matrix A. The sin-

gular values preserve the most important associative rela-

tionships of the matrix A in decreasing order of magnitude.

The principal claim in LSA is that at some optimal

dimensionality, the k-approximation will cut out the

‘‘noise’’ or irrelevant relationships and will induce impor-

tant implicit or latent relationships that exist between the

words and documents and cannot be observed directly from

the original matrix.

The complexity of SVD is OððN þMÞ2 � k3Þ, where N

is the number of documents, M is the number of unique

words, and k is the number of dimensions in the concept

space. According to Kontostathis et al. [31], the value of k

can be a small number ranging from 25 to 200 for the small

collection and 50–500 for the larger collection, depending

on the collection of documents.

3.2 What does SVD do in LSA?

The conceptual explanation for this mathematical process

is that linguistic knowledge contains a large number of

weak interrelations. Although words are invariant, the way

in which they come together in sentences is unique. Thus,

the original data matrix is sparse, and this does not ade-

quately capture implicit ‘‘meaning’’. The implicit relations

are determined by the SVD and dimensionality reduction

process, because of the capacity to employ the linear

combination of each matrix entry with all the others in

producing the U and the V and then observing this in a

reduced number of dimensions. Singular value decompo-

sition creates a ‘‘global’’ space from ‘‘local’’ occurrences of

words in documents, where the association strengths of

words and documents with each other are a statistical

measure of how each one relates to all the others, whether

or not they appeared together explicitly in the data set.

4 Natural language processing task

As it was mentioned earlier, we have applied some NLP

task over corpus. Parts of them are pre-processing such as

sentence splitting, word segmentation and term extraction,

stop word elimination and stemming. Then, we use a POS

tagger, which is a preliminary and syntactic processing

stage in language processing. POS tagger is the process of

identifying the parts of speech corresponding to each word

in a given text. It is clear that some words may have dif-

ferent parts of speech depending on its location in aFig. 1 LSA word-by-document example
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sentence; for example, ‘‘book’’ can be a noun (‘‘the book

on the table’’) or verb (‘‘to book a flight’’), or the word

‘‘set’’ can be a noun, verb or adjective.

In the next step, we apply semantic role labelling (SRL),

the computational identification and labelling of arguments

in text, which consists of, given a sentence, detecting basic

event structures such as ‘‘who’’ did ‘‘what’’ to ‘‘whom’’,

‘‘when’’ and ‘‘where’’. Typical roles used in SRL are labels

such as agent, patient, location, temporal and manner. The

first three labels are used for entities participating in an

event while the later two show characterization of other

aspects of the event [32].

In the final step of this stage, we apply tf–idf weighting

(term frequency–inverse document frequency), which is a

statistical measure used to evaluate how important a word

is to a document in a collection or corpus. The importance

increases in proportional to the number of times a word

appears in the document but is offset by the frequency of

the word in the corpus. A high weight in tf–idf is reached

by a high term frequency (in the given document) and a

low document frequency of the term in the whole collec-

tion of documents. Till now, various (mathematical) forms

of the tf–idf term weight have been proposed, but the

general form of tf–idf is as below:

tf-idfij ¼ tfi;j � dfi ð1Þ

5 Method

As we know, semantic meaning is represented explicitly

and locally through syntax, as well as implicitly and

globally through the same syntax. Therefore, semantic

meaning is not addressed completely by syntax; it is also a

result of the interaction and correlation of semantic units

(entities) as determined by the syntax. The patterns of

occurrence (words in sentences) capture inherent ‘‘mean-

ing’’ in natural language. Singular value decomposition

manages to bring out implicit (‘‘latent’’ in the LSA termi-

nology) or explicit empirical syntactic patterns of occur-

rences of concept or occurrences in their context where the

co-occurrence of the concepts (words) themselves defines

these sentence (context). In our method, combination of

SVD, with dimensionality reductions and text semantic

processing task, and similarity measurements and pattern

recognition could reveal semantic patterns from the text.

As is said in Hofstadter’s book [33]:

semantic properties are connected to open-ended

searches because, in an important sense, an object’s

meaning is not localized within the object itself…
Thus, another way of characterizing the difference

between ‘‘syntactic’’ and ‘‘semantic’’ properties is

that the syntactic ones reside unambiguously inside

the object under consideration, whereas semantic

properties depend on its relations with a potentially

infinite class of other objects, and therefore are not

completely localizable. There is nothing cryptic, or

hidden, in principle, in syntactic properties, whereas

hiddenness is of the essence in semantic properties.

Regarding this definition and respect of linguistic the-

ory, it can be inferred that in addition to words, semantic

relations can occur at higher levels of text-between phrases,

clauses, sentences and larger text segments, as well as

between documents and sets of documents [8]. Important

steps of semantic relations extraction are the following:

5.1 Syntactic and semantic task

Some kinds of syntactic task that have been applied in this

paper are sentence breaking, word segmentation and term

extraction, stop word elimination and stemming. Stemming

is a vital step in the process of determining term frequen-

cies to reduce the number of terms. Without stemming, the

term frequencies will give deceptive results. The stemmer

used in this paper is a version of Porter1 [34]. Then we use

a SNoW-based POS tagger2 for identifying the parts of

speech corresponding to each word in a given text. In the

next step, we apply Illinois semantic role labeller3 for

labelling semantic role of each entity. Core of this system

is SNoW learning architecture and the relational feature

extraction language. Finally, we apply the normalized

weight model that helps to increase the equality between

terms [35] for calculating tf–idf.

wij ¼
tfi;j

maxtfi;j

� log
N

dfi
ð2Þ

where tfi;j is frequency of term i in document j; maxtfi;j
is

maximum number among all of tf values in corpus; N is the

number of documents; dfi is the number of documents in

which termi occur.

5.2 Create occurrence matrix

The next step is creation of an occurrence matrix. All

transformed textual documents are converted to a term

matrix. Here, we adopt some changes; instead of creating

document–word matrix, we make a sentence–word matrix

for each document separately; Also, instead of one matrix,

we create two matrices: one for words frequency with POS

tag of NN(noun) and V(verb), called PM; another one for

words with semantic label of agent, patient and source,

1 Available at: http://tartarus.org/*martin/PorterStemmer/.
2 Available at: http://cogcomp.cs.illinois.edu/page/software_view/3.
3 Available at: http://cogcomp.cs.illinois.edu/page/software_view/12.
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called SM. We apply this modification for three main

purposes: firstly, to eliminate the terms that have less effect

and role in a sentence and document; secondly, to increase

the impact of syntactic and semantic roles of terms; finally,

to reduce the size of matrix and consequently to increase

the computation performance.

The matrix is nothing more than an N 9 M table,

where N represents the number of sentences, and M is the

total number of words remaining after the preparation

stage. Each matrix cell contains a number representing the

weight of word i in document j. During this step, we use

the normalized weight algorithm that was mentioned

former.

5.3 Apply singular value decomposition method

The next major step is to apply the SVD algorithm to

decompose the created matrices in the order we described

in Sect. 3. It is clear that as the k values are further

increased and varied, the approximations _A will be

increasingly accurate to the original occurrence matrix A.

At k = r, the matrix will become the same again, A ¼ _A.

Our observation shows that implicit relationships are

returned using the largest singular values; as the k values

are increased, the approximations begin to return only the

explicit relationships as we expected. This result is relevant

to the finding best choice of k. Different k values will bring

out different level of relationships between the terms and

the sentences, and indicate different implicit relationships.

As mentioned earlier, AV ¼ US and ATU ¼ SV . Let

terms (occurrence) space T ¼ US and sentence space

S ¼ SVT . Then term space T (m 9 k) has m rows, each

having k components. Thus, we can rewrite:

T ¼ ðt1; t2; . . .; tmÞ, where each ti ¼ fti1; ti2; . . .; tikgz.

Similarly, Sðk � nÞ has n columns, each having k compo-

nents. Thus, we can rewrite: S ¼ fs1; s1; . . .; s1ng, where

each sj ¼ ðsj1; sj2; . . .; sjkÞ.

5.4 Measuring semantic similarity

The next step is computing similarity between pair of

sentence–sentence, term–term and sentence–terms, in the

k-reduced approximation space to measure the strength of

the associative relationship between them. Here in this

paper, we use cosine similarity. Cosine similarity incor-

porates the information provided in the previous stage to

create a numerical value to describe the similarity of each

pair of compared items. The value itself means little, but a

group of such values creates a natural ordering of com-

parisons in which the highest values are the most similar

and the lowest values are the least. The general form of

cosine similarity is as below:

Cosine D1;D2ð Þ ¼ R
wD1 jð Þ � wD2 jð Þ

norm D1ð Þ � norm D2ð Þ

� �
ð3Þ

Formally, interaction strength between term i and term j

is defined as the cosine between the vectors representing

term i and term j in k-dimensional space as follows:

CT ¼ tT
i tj=ktikktjk ð4Þ

Interaction strength between sentence i and sentence j is

defined as the cosine between the vectors representing

sentence i and sentence j in k-dimensional space as follows:

CS ¼ sT
i sj=ksikksjk ð5Þ

Also, interaction strength between term i and sentence j

is defined as the cosine between the vectors representing

term i and sentence j in k-dimensional space as in Eq. 7:

CT�S ¼ tT
i sj=ktikksjk ð6Þ

5.5 Create similarity matrix

After computing cosine similarity between all pairs of

term–term, term–sentence and sentence–sentence, we cre-

ate three matrices: Xk
m�m; Y

k
n�n and Zk

m�n, which contain all

the interaction strength measurements CT ;CS and CT�S,

respectively.

5.6 Similarity matrix combination

As has been mentioned earlier, we applied all the previous

stages for both PM and SM matrices. In the next step, we

construct combined matrices of both corresponding simi-

larity matrices as follows:

CTF ¼ a1:C
PM
T þ b1 � CSM

T ð7Þ

CSF ¼ a2:C
PM
S þ b2 � CSM

S ð8Þ

CTF ¼ a3:C
PM
T þ b3 � CSM

T ð9Þ

where a1 þ b1 ¼ a2 þ b2 ¼ a3 þ b13 ¼ 1. Setting any one

of these factors to 0 means that we do not include that

matrix. Setting both of the factors to 0.5 means we consider

them equally important.

5.7 Extracting the patterns

In this step, we reorder the similarity matrices in decreas-

ing order by keeping the corresponding rows and columns

index. Then, a greedy algorithm is applied to extract blocks

from matrices when the entire cell blocks (sub-matrix)

have a value higher than a threshold. Each block illustrates

patterns that indicate a semantic relation between different

parts of text. These approaches have made various patterns.

An appropriate pattern should be expressive enough to
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represent the information that is to be extracted from text

without being overly complex.

5.8 Graph representation

For better visualizing and understanding, the results have

been shown in the form of graphs, wherein each node

represents terms (or sentences) and edges show the relation

between terms (or sentences). Each edge has a label that

indicates the strength of relation between two nodes.

5.9 Graph operations

We can apply different functions over created graphs. We

can find the number of strongly connected components in

the directed graph to show which nodes are strongly con-

nected with each other. It is possible to navigate the

reaction of a system when a specific node (terms or sen-

tence) was eliminated. Even we can calculate the shortest

paths from each node to all other nodes by specifying a

well-defined function cost. Minimal spanning tree could be

extracted from the graph. When we have two graphs, each

one can show the relation between sentences and terms; we

can find isomorphism between the two graphs that may be

usable in some application.

6 Experiment and comparison

6.1 Experiment

We mainly use the Microsoft Research Paraphrase Corpus

data set, which consists of 5,801 pairs of sentences gleaned

over a period of 18 months from thousands of news sources

on the web [36]. Accompanying each pair is judgment

reflecting whether multiple human annotators considered

the two sentences to be close enough in meaning to be

considered close paraphrases. We show the execution of

the proposed model step by step. First, we applied POS

tagger and semantic role labeller over the text. The results

are in the form shown in Fig. 2:

Here, A0 is a subject, A1 is an object and A2 is an

indirect object in semantic role labeller, DT is a deter-

miner, IN is a preposition, JJ is a adjective, NN is a sin-

gular noun, NNS is a plural noun, NNP is a proper singular

noun, NNPS is a proper plural noun, PRP is a personal

pronoun, RB is a adverb, TO—to, VB is a verb base form,

VBD is a verb past tense, VBG is a verb gerund/present

participle, VBN is a verb past participle, VBP is a verb

non-third ps. sing. Present, VBZ is verb third ps. sing.

Present is POS tagger.

Then, we create two occurrence matrices: one for terms

with POS tag, called PM matrix, and another one for terms

with semantic label, called SM matrices. PM matrix con-

tains terms with NN* and VB* terms only, while SM

matrix contains terms with A0, A1, A2 and V label.

Then, we applied SVD and adopt dimension reduction.

After several executions, we gain that best value for K

(reduces dimension size) is lt=4, where lt is the number of

sentence in document. After that, we compute the cosine

similarity, and X; Y ; Z are created. The similarity matrices

are reordered by keeping the corresponding row and col-

umn index as shown in Fig. 3, which shows an example of

X matrix.

In the next step, we try to extract block of sub-matrix

where all of its cell have a value higher than the threshold

value. For X (term–term) similarity matrix, we choose

threshold s = 0.75, and for Y (sentence–sentence) simi-

larity matrix, we choose threshold s = 0.55. Figure 4

shows pattern extractions from matrix Y (it can be men-

tioned that the first row and first column show the index

of terms or sentences). These blocks show semantic

relations between semantic units of text. For better visu-

alizing, we show the result in the form of graph as shown

in Fig. 5.

6.2 Comparison

In all experiments, this paper employed the ACE RDC

2003 provided by the linguistic data consortium.4 The ACE

RDC corpora are gathered from various newspapers,

newswires and broadcasts. In the ACE RDC 2003 corpus,

the training set consists of 674 documents and 9,683

positive relation instances, while the test set consists of 97

documents and 1,386 positive relation instances. The ACE

RDC 2003 corpus defines five entity types, five major

relation types (see Table 1) and 24 relation sub-types. All

document entities and the relations between them were

The settling companies would also assign their possible claims against the underwriters to the investor plaintiffs. 

 the investor plaintiffs.

Fig. 2 Example of semantic role labeller and POS tagger

4 http://www.ldc.upenn.edu/.
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annotated by humans’ annotators. Finally, Table 2 com-

pares our system with other well-known systems on the

ACE RDC 2003 corpora.

6.2.1 Evaluation metrics

We use the standard evaluation for measuring precision,

recall and f-measure, defined as follows:

Prec ¼ TP

TPþ FP
ð10Þ

Rec ¼ TP

TPþ FN
ð11Þ

F ¼ 2 � Prec � Rec

Precþ Rec
ð12Þ

where TP is the number of true positive, FP is the number

of false positive, and FN is the number of false negative.

6.2.2 Results

Table 2 shows that our model greatly outperforms previous

systems, and the results are comparable with those of Zhou

et al. [37] composite kernel methods. The SREC outper-

forms the feature vector-based kernel by 5.9 % precision

and 8.8 % F-measure. The SREC also beats the depen-

dency kernel by 16 % precision and 31 % F-measure.

Fig. 3 Example of similarity matrix X (term–term) derived form SM

Fig. 4 Example of extracting block of sub-matrix from the matrix Y (sentence–sentence) derived from combined matrixes
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Results indicate that SREC has significance different in

terms of precision and F-measure in comparison with

shortest-path kernel.

7 Conclusion and future work

In this paper, we have presented an approach for extracting

semantic relation from corpus where syntactic and

Fig. 5 Example of displaying

strong connected sentence

Table 1 A list of relation types and the respective frequencies in the

ACE-2003 corpus

Relations At Near Part Role Social

No. of

training

1,602 220 749 2,927 611

No. of

test

389 70 163 712 112

Table 2 Comparison of the

different systems on the ACE

RDC 2003 corpus over the five

relation types

The bold represent that our

method results clearly

outperforms best results until

now

ACE RDC 2003 Method Precision Recall F-measure

Zhang et al. [21, 22] Composite kernel 77.3 65.6 70.9

Zhang et al. [21, 22] Standard CTK 76.1 62.6 68.7

Bunescu and Mooney [38] Shortest path kernel 65.5 43.8 52.5

Culotta and Sorensen [39] Dependency kernel 67.1 35.0 45.8

Zhou et al. [23, 40] Feature vector-based 77.2 60.7 68.0

Zhou et al. [37] Composite kernel 82.3 70.1 75.7

Zhou et al. [37] Context-sensitive 82.1 67.2 73.9

SREC Corpus-based and SVD 83.1 71.4 76.8
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semantic knowledge along linear algebra method of SVD is

employed, instead of exploring the full parse tree infor-

mation directly and using dependency parse trees or

applying WordNet with feature-based method. Although

tree kernel-based approaches facilitate the exploration of

the explicit relation, yet the current technologies are

expected to be further advanced to effectively extract

implicit relation. Evaluation of the ACE RDC corpora

shows that our approach of combining statistic and

semantic information can achieve better results. The

experimental result also shows that our approach signifi-

cantly outperforms the tree kernel-based and feature-based

approaches. However, we think that adopting some tech-

niques such as co-reference resolution (occurs when mul-

tiple expressions in a sentence or document refer to the

same thing) and word sense disambiguation approaches

may play a crucial role in detecting all implicit and explicit

relations in accurate order.
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