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ABSTRACT

In this paper a new iterative algorithm based on least square error method (LS) called extended LS (ELSE) is proposed to automatically design linear-phase FIR filters with any desired frequency response (DFR) and limited deviations. Minimizing a cost function that is defined based on the desired filter specifications including DFR and threshold of acceptable deviations (TAD), is the main idea of ELSE. In contrast to the other typical filter designing methods, defining the transition bands is not necessary in ELSE. Moreover, ELSE regulates the convergence rate by an automated approach that was utilized in neural networks, and it approximates the filter degree using an increasing-decreasing approach. In simulations, ELSE shows significant performance compared to LS though it may be more computationally complex. Also, it supplies the application demands in all of the case studies.
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1. INTRODUCTION

In this paper, an iterative new approach to design linear-phase FIR filters (called simply FIR filters hereafter) with desired frequency response (DFR) and limited deviations is introduced. The aim of the proposed algorithm is decreasing difference between frequency responses (FRs) of the designed and desired filters to below threshold of acceptable deviations (TAD) in each frequency. In more details, in each stage, the current filter is designed by LS using regulated FR (RFR). Then, the deviations of the current FR (CFR) are compared with TAD. At last, RFR is improved to compensate the overshoots.

It is assumed that DFR and TAD are specified in whole the frequency band. Therefore, in contrast to the other algorithms [1, 2], defining the transition bands is not necessary in the proposed approach. In fact, transition bands are defined to decrease the Gibbs effects or to use with Chebyshev approximation in designing. For example, a low-pass filter is usually designed to remove noise from signal or distinct an appropriate part of it. The suitable pass and stop bands of the filter are determined by the FR of the signal. Almost, in all of the scientific applications, it is impossible to consider a real transition band between the pass and stop bands. In other words, the frequency bands of appropriate and non-appropriate parts of the signal are overlapped and consequently, indicating even one point instead of a transition band to distinct pass and stop bands is enough difficult. In fact, the transition bands are usually considered to remove or decrease the Gibbs effect and do not have a real physical explanation. The filter FR may have large oscillations in the transition bands since designing algorithms usually do not supervise FR in the transition bands. In this case, the designers may decide to improve the designing approach for avoiding these unwanted oscillations [3].

Moreover, someone may want to design a FIR filter with desired FR such as Gaussian or multi-modal. Most of the designing methods of FIR filters can not satisfy optimally these requests [4]. To use these methods in such applications, they should include more constraints such as limited deviations [5-7]. Employing the sophisticated and time-consuming optimization tools [8] such as linear programming [9, 10], simulated annealing [11], and genetic algorithm (GA) [12-14] is another solution. In this paper, the proposed method is developed to overcome the above drawbacks. Simulations show that the suggested approach is enough flexible and reliable to supply all requests of designing FIR filters.

The paper is organized as follows. In Section 2, the least square error approach to design linear-phase FIR filters is stated. Section 3 introduces the proposed algorithm. Section 4 is devoted to the convergence rate manipulation algorithm. In Section 5, the increasing-decreasing method to approximate the filter degree is stated. Simulation results are stated in Section 6. Finally, the paper is concluded in Section 7.

2. DESIGN CRITERIA OF SOSTTC

Let $h[n]$ be a linear-phase FIR filter from degree $2L$. Therefore, we have $h[n] = h[-n]$ ($n = -L, -L+1, 0, 1, \ldots, L$) and its FR is computed as follows [15]:

$$H(\omega) = H(e^{j\omega}) = \sum_{n=0}^{L} k[n] \cos(n\omega)$$

(1)

such that,

$$k[n] = \begin{cases} h[0] & n = 0 \\ 2h[n] & \text{Otherwise} \end{cases}$$

(2)
$H(\omega)$ is an even periodic real function. Suppose the value of $H(\omega)$ in the frequencies $0 < \omega < 2\pi$ ($i=0,2,\ldots,N-1$) called designing frequencies be $A(\omega_i)$. LS computes the coefficients $k[n]$ and consequently $h[n]$ based on minimizing difference between $A(\omega_i)$ and $H(\omega)$. For this aim, the differentials of the cost function in Equation (3) with respect to $k[n]$ should be set to zero according to Equations (4) and (5).

\[
E = \frac{1}{2} \sum_{i=0}^{N-1} [A(\omega_i) - H(\omega_i)]^2 = \frac{1}{2} \sum_{i=0}^{N-1} [A(\omega_i) - \sum_{n=0}^{L} k[n] \cos(\omega_i n)]^2
\]

\[
\frac{\partial E}{\partial k[m]} = -\sum_{i=0}^{N-1} \left[ A(\omega_i) - \sum_{n=0}^{L} k[n] \cos(\omega_i n) \right] \cos(\omega_i m) = 0 \quad m = 0,1,\ldots,L
\]

\[
[\begin{bmatrix} k[0] \\ k[1] \\ \vdots \\ k[L] \end{bmatrix}] = P^{-1} \begin{bmatrix} \sum_{i=0}^{N-1} A(\omega_i) \\ \sum_{i=0}^{N-1} A(\omega_i) \cos(\omega_i) \\ \vdots \\ \sum_{i=0}^{N-1} A(\omega_i) \cos(L\omega_i) \end{bmatrix}
\]

The matrix $P$ in Equation (5) is computed as follows:

\[
P = \begin{bmatrix} N & 0 & \cdots & 0 \\ 0 & N/2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & N/2 \end{bmatrix}
\]

Also, $A(\omega)$ is an even function as well as $H(\omega)$. Therefore, Equation (8) can be deduced from Equation (6). Additionally, Equation (9) is concluded from Equations (2) and (5)-(8).

\[
h[n] = \sum_{i=0}^{T} a_i A(\omega_i) \cos(n\omega_i), \quad a_i = \begin{cases} 1/N & i = 0, T \\ 2/N & \text{Otherwise} \end{cases}
\]
Equation (10) indicates the designing equations for linear-phase FIR filters using least square errors (LS), if the designing frequencies are selected according to Equation (6). Idiomatically, \( A(\omega) \) is called regulated FR (RFR) of LS. In Section 3, it is shown that the designed filter can be improved by adjusting \( A(\omega) \) based on a cost function during an iterative algorithm.

LS is an effective simple approach. Until now, researchers propose a wide variety of methods based on LS to include other constraints [5-7]. But, these extensions are not usually as flexible as LS in designing filters with desired FR. Generally, LS can be extended in three manners:

1. Improving the cost function,
2. Optimizing the designing frequencies and their number,
3. Optimizing \( A(\omega) \).

The LS extensions are usually designed according to the first two manners while optimizing \( A(\omega) \) can be another effective alternative.

### 3. THE PROPOSED ALGORITHM

Let \( I(\omega) \), \( A(\omega) \), \( H(\omega) \), and \( \delta(\omega) \) indicate desired (ideal) FR (DFR), regulated FR (RFR), FR of the current filter that is designed by LS using \( A(\omega) \) (CFR), and the threshold of acceptable deviations (TAD) of \( H(\omega) \) from \( I(\omega) \), respectively. Obviously, \( H(\omega) \) has no error if and only if \(|H(\omega) - I(\omega)| < \delta(\omega)| \) in whole frequency band. Consequently, designing \( H(\omega) \) such that \(|H(\omega) - I(\omega)| \) becomes less than \( \delta(\omega) \) in whole frequency band as possible is the main purpose of our proposed algorithm.

In [16] and [17], an iterative algorithm is introduced to overcome above aim. According to Equation (11), in stage \( t \) of this method, \( A(\omega) \) is changed in the opposite direction of invalid deviations of \( H(\omega) \) from \( I(\omega) \)

\[
A'(\omega) = \begin{cases} 
I(\omega) & \text{if } t = 0 \\
A'^{-1}(\omega) - \eta \cdot \text{sgn}(H'(\omega) - I(\omega)) \cdot \max \{|H'(\omega) - I(\omega)| - \delta(\omega)|, 0\} & \text{Otherwise}
\end{cases}
\]  

As shown in Equation (11), \( A'(\omega) \) is changed oppositely in each frequency \( \omega \) that \(|H(\omega) - I(\omega)| > \delta(\omega)| \). These frequencies are terminologically called invalid-deviation frequencies or simply invalid deviations. It is obvious that improving \( A'(\omega) \) suitably in the other frequencies near the invalid deviations can improve the performance of the designing algorithm. Our proposed algorithm develops this ability by minimizing the cost function of Equation (12).

\[
J' = \frac{1}{2} \sum_{\omega \in C} |I(\omega) - H'(\omega)|^2 \quad \text{(12)}
\]

\[
C' = \left\{ \omega \mid i = 0,1,\ldots,T; |I(\omega_i) - H'(\omega)| > \delta(\omega_i) \right\} \quad \text{(13)}
\]

The set \( C' \) that is defined in Equation (13) includes invalid deviation frequencies in stage \( t \). Moreover, in Equation (12), \( \omega_i \) indicates designing frequencies that are defined by Equation (6). According to Equation (14), in stage \( t \), \( A'(\omega) \) is optimized based on steepest descent approach. Note that designing frequencies \( \omega_i \) are fixed so, \( A'(\omega_i) \) \( (i=0,1,2,\ldots,2T-1) \) can be considered as 2T different variables instead of a functional.

\[
A'(\omega_i) = \begin{cases} 
I(\omega) & \text{if } t = 0 \\
A'^{-1}(\omega_i) - \eta \cdot \frac{\partial J'}{\partial A'(\omega_i)} & \text{Otherwise, } i = 0,1,\ldots,T
\end{cases}
\]

In the above equation, \( \eta \) specifies the convergence rate of the algorithm. The value of \( \eta \) has special importance. If a small value is selected for \( \eta \), the computational time of the algorithm is increased and the algorithm captures with high probability in the local minima of the cost function. Additionally, selection of a large value for \( \eta \) causes to instability of the algorithm.

Equation (15) is concluded from Equations (1), (2), and (10): 

\[
H'(\omega_p) = \sum_{i=0}^{T} a_i A'(\omega_i) \left( 1 + 2 \sum_{n=1}^{L} \cos(n\omega_p) \cos(n\omega_{i}) \right), \quad p = 0,1,\ldots, T
\]  

Then,
\[
\frac{\partial H'(\omega_p)}{\partial A'(\omega)} = a_i \left[ 1 + 2 \sum_{n=1}^{L} \cos(n\omega_i) \cos(n\omega_p) \right]
\]

(16)

So we have,

\[
\frac{\partial J'}{\partial A'(\omega)} = a_i \sum_{\omega \in \mathbb{C}} \text{sgn}[H'(\omega) \omega - I'(\omega)][|H'(\omega) - I'(\omega)| - \delta(\omega)] \left[ 1 + 2 \sum_{n=1}^{L} \cos(n\omega_i) \cos(n\omega) \right]
\]

(17)

Consequently, the proposed designing method can be summarized as follows,

1. is increased by an enough large number for example \( D=1000 \).
2. Specify filter degree \( (L) \), number of designing frequencies \( (N) \), initial convergence rate \( (\eta^0) \), maximum number of iterations \( (M) \), and threshold of cost function variations \( (\delta_{min}) \).
3. Indicate DFR \( (I(\omega_i)) \) and TAD \( (\delta(\omega_i)) \) in the designing frequencies.
4. Set \( t \) equal to zero.
5. The algorithm convergence rate is updated as follows:
\[
\eta^t = f(t, \eta^{t-1})
\]
\( (18) \)
6. \( A'(\omega_i) \) is updated using Equations (14) and (17).
7. According to Equation (10), the filter coefficients \( (h[n]) \) are computed based on LS using \( A'(\omega_i) \).
8. The algorithm cost function is computed according to Equation (12).
9. If \( |J^t - J^{t-1}| < \delta_{min} \) or \( M < t \) then, it is referred to step 11.
10. Counter \( t \) is increased by one and then, it is referred to step 5.
11. The number \( D \) that is added to \( I(\omega) \) in step 1 is subtracted from \( h[0] \). Then, the algorithm is stopped.

As mentioned above, in the proposed approach, firstly, five different parameters including \( L, N, \eta^0, M, \delta_{min}, I(\omega) \), and \( \delta(\omega) \) should be initialized. Filter degree \( (L) \) should be initialized by user however; we introduce an increasing-decreasing method to approximate \( L \) optimally in Section 5.

The number of designing frequencies \( (N) \) has an important effect on finally designed filter. If \( N \) is selected too small, the filter is designed without considering a large part of frequency band. Therefore, the frequency response of the designed filter may differ significantly in whole frequency band with respect to the designing frequencies. Additionally, if \( N \) is chosen too large, the computational time of the algorithm is considerably increased. However, \( N \) depends on the filter complexity but, simulations show that the proposed algorithm can satisfy all designing requests by \( N \) from range \([100, 500]\). In simulations, \( N \) is selected as 200.

The convergence rate \( (\eta^0) \) is firstly initialized by user. But, during iterations of the proposed algorithm, it is updated by Equation (18). It is preferred that a small or large value is not selected for \( \eta^0 \). Based on simulations, it seems 0.1 is a good selection for \( \eta^0 \) in all cases. Specifically, in Section 4, a method for manipulating convergence rate is stated.

The maximum number of iterations \( (M) \) and the threshold of cost function variations \( (\delta_{min}) \) specifies the stop criteria of the proposed algorithm that are experimentally set to 100 and 0.01, respectively.

Additionally, desired FR \( (I(\omega)) \) and the threshold of acceptable deviations \( (\delta(\omega)) \) are the filter specifications. As mentioned in step 1, \( I(\omega) \) is firstly increased by a large number since \( A(\omega) \) may become negative in some designing frequencies during convergence of the proposed algorithm.

After convergence, the previously added number is subtracted from \( h[0] \) according to step 11.

However, in the suggested algorithm, defining the transition bands is not necessary. But it is sufficient to select a large value for \( \delta(\omega) \) in the transition bands to define them. Obviously, this kind of definition for transition bands is more reliable than other conventional designing methods since in this approach, the FR deviations are also investigated precisely in the transition bands.

If \( \delta(\omega) \) is selected large in the whole frequency band, the proposed algorithm converges at the first iteration. In this case, the suggested algorithm that is called extended least square errors (ELSE) is simplified to LS.

4. CONVERGENCE RATE MANIPULATION

Convergence rate \( (\eta) \) is a critical parameter for ELSE. Large convergence rate causes to instability while small one leads ELSE to local minima. For convergence rate manipulation, we apply the approach that was utilized in [18] to adjust training rate of neural networks. The effectiveness of this approach is also studied in several other applications [19, 20].

In the above approach, direction variations of correction vectors \( A'(\omega) \) in Equation 19, are considered as a measure for regulating the convergence rate.

\[
\Delta A' = [\Delta A'(\omega_1), \Delta A'(\omega_2), \ldots, \Delta A'(\omega_N)]
\]

(19)

such that,

\[
\Delta A'(\omega) = A'(\omega) - A^{-1}(\omega) = -\eta \frac{\partial J'}{\partial A'(\omega)},
\]

(20)

\( t > 0, \ i = 0, 1, \ldots, T \)
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Considering correlation of two subsequent correcting vectors (ΔA and ΔA\(t-1\)), three different cases may appear:

1. If the correlation is near one, the subsequent correcting vectors have approximately similar directions. Therefore, the cost function is flat and the convergence rate can be increased.

2. If the correlation is near minus one, the subsequent correcting vectors are approximately in the opposite directions. Therefore, the cost function is uneven and the convergence rate should be decreased.

3. If there is no correlation between the following correcting vectors, the current value of convergence rate is suitable. Based on the above discussion, \(η\) is updated in each stage of ELSE by Equations (21)-(23). In other words, the function \(f(\ast)\) in Equation (18) is defined according to Equation (21).

\[
η' = η^{t-1}(1 + c \times r')
\]

Where,

\[
c = \begin{cases} 
0.25 & \text{if } r' \geq 0 \\
0.5 & \text{Otherwise} 
\end{cases}
\]

\[
r' = \begin{cases} 
\Delta A' \times \Delta A^{t-1} & \text{if } t = 1 \\
\frac{\Delta A' \times \Delta A^{t-1}}{|\Delta A'| \times |\Delta A^{t-1}|} & \text{Otherwise} 
\end{cases}
\]

In the above equations, \(r'\) indicates the cosine of the angle between the current and previous correcting vectors (\(ΔA\) and \(ΔA^{t-1}\)). As shown in Equation (21), \(η\) can be exponentially increased in a few iterations. Rapidly increasing of \(η\) may cause to some oscillations during convergence for decreasing \(η\) again [18]. This drawback is avoided by considering the cost function variations during convergence. In more details, if the current cost value \((J')\) is greater than the previous one \((J^{t-1})\) by a fixed threshold such as \(δ_{fp} = 0.05\) then, the modifications of \(A(\omega)\) in the previous iteration is ignored and \(η\) is divided by 2.

5. FILTER DEGREE APPROXIMATION

The filter degree depends on complexity of DFR and TAD. The user usually specifies the filter degree through a trial and error procedure. We use an increasing-decreasing method to approximate the filter degree. In each step of the increasing phase, the filter degree \((L_{inc})\) is increased by \(λ_{inc}\) until a stop criterion is satisfied. Then, in the decreasing phase, the filter degree \((L_{dec})\) that is initialized by final \(L_{inc}\) is decreased one by one until the previous stop criterion is break again. The final \(L_{dec}\) (\(L_{final}\)) is a suitable approximation for optimal filter degree.

Figure 1 shows the incorporation of the increasing-decreasing method with ELSE. In each step of this algorithm, a filter is designed by ELSE and evaluated by the stop criterion. Moreover, each time, \(η^0\) and \(A(\omega)\) of ELSE are initialized by final \(η\) and \(A(\omega)\) of the previous step. Additionally, the stop criterion is defined as follows:

\[\forall ω_i : \left|H(\omega_i) - I(\omega_i)\right| - δ(\omega_i) < θ_{max}, \quad i = 0, 2, …, T\]

In more details, the designed filter is acceptable if and only if deviations of its FR in the designing frequencies are less than threshold \(θ_{max}\).

As shown in Figure 1, increasing-decreasing approach converts ELSE to a powerful framework for designing any type of FIR filters with any desired FR. We experimentally offer 50 and 0.001 for \(λ_{inc}\) and \(θ_{max}\), respectively.

6. RESULTS AND DISCUSSIONS

All of the simulation results in this section are performed on an AMD™ Athlon 1600 MHz using Matlab™ environment.

We compare ELSE with LS as a benchmark. The simulation results for three different filters including one low pass filter, one band stop filter, and one complicated filter are illustrated in Figures 2-4. Each figure includes the following parts:

a. Design specifications including \(I(\omega)\) (DFR) and \(δ(\omega)\) (TAD)

b. FR of the filters \((H(\omega))\) that are designed by ELSE and LS

c. Final \(A(\omega)\) (RFR) of ELSE

d. Errors of the ELSE and LS-designed filters that are computed by Equation (25):

\[e(\omega) = \text{sgn}(I(\omega) - H(\omega)) \cdot \max\left|I(\omega) - H(\omega)\right| - δ(\omega), 0\]

e. Variations of the cost function and convergence rate during ELSE convergence

Figures 2.d, 3.d, and 4.d show that the proposed algorithm is successful to decrease the invalid FR deviations in comparison with LS for different filters. In more details, the FR deviations of the ELSE-designed filters are significantly smaller than LS designations. Also, considering Figures 2.b, 3.b, and 4.b, it can be concluded that the valid deviations (which are below TAD) of ELSE-designed filters are increased in whole frequency band to decrease the invalid deviations (which are above TAD).

As illustrated in Figures 2.b, 3.b, and 4.b; especially near the sharp variations of DFR such as DFR edges, ELSE increases RFR in the opposite direction of invalid deviations to decrease and remove them.

Figures 2.e, 3.e, and 4.e show variations of the cost function and convergence rate during convergence of the proposed algorithm for different filters. ELSE converges uniformly and rapidly during only 20 iterations. This advantage is caused by convergence rate regulation algorithm. As shown in these figures, oscillations of the cost function reduce the convergence rate while its uniformly variations increase the convergence rate. This mechanism enables the proposed algorithm to increase the convergence rate as possible while avoiding the oscillations. Moreover, the simulations demonstrate that the increasing-decreasing algorithm is enough precise to approximate the filter degree. In more details, its estimations are seldom off by more than one. Indeed, ELSE can successfully supply all the user requests in designing linear-phase FIR filters.
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---

**Figure 1.** The block diagram of the filter degree approximation algorithm, it converts ELSE to a powerful framework to design any type of FIR filters with any desired FR and limited deviations.

---

**Figure 2.** Designing one low-pass filter: (a) designing specifications including DFR and TAD, (b) FR of ELSE and LS-designed filters, (c) final RFR of ELSE, (d) the deviation errors of ELSE and LS-designed filters, (e) the cost function and convergence rate variations during ELSE convergence.
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Figure 3. Designing one band-stop filter: (a) designing specifications including DFR and TAD, (b) FR of ELSE and LS-designed filters, (c) final RFR of ELSE, (d) the deviation errors of ELSE and LS-designed filters, (e) the cost function and convergence rate variations during ELSE convergence.

Figure 4. Designing one complicated filter with an irregular shape: (a) designing specifications including DFR and TAD, (b) FR of ELSE and LS-designed filters, (c) final RFR of ELSE, (d) the deviation errors of ELSE and LS-designed filters, (e) the cost function and convergence rate variations during ELSE.
7. CONCLUSIONS
In this paper, a new iterative algorithm called ELSE to automatically design linear-phase FIR filters with any desired FR and limited deviations is introduced. ELSE extends LS method by optimally regulating its desirable frequency response. It adjusts the convergence rate by an automated algorithm that was utilized in neural networks; and approximates the filter degree using an increasing-decreasing approach. Also, in contrast to the other typical filter designing approaches, definition of the transition bands is not necessary (it is optional) in ELSE.
ELSE is an effective automated framework to design all types of linear-phase FIR filters with any desired FR and limited deviations. However, in spite of significant performance of ELSE, its computational complexity is heavier than the deviations. However, in spite of significant performance of linear-phase FIR filters with any desired FR and limited deviations is introduced. ELSE extends LS approach. Also, in contrast to the other typical filter designing approaches, definition of the transition bands is not necessary (it is optional) in ELSE.
ELSE may not be suitable for real-time applications. The proposed algorithm will be applied to other similar applications such as designing filter banks in order to evaluate its performance compared to other conventional methods. Also, its computational complexity will be more studied.
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