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Abstract: Optimization of content-based image indexing and retrieval (CBIR) algorithms is a 

complicated and time-consuming task since each time a parameter of the indexing algorithm is 

changed, all images in the database should be indexed again. In this paper, a novel evolutionary 

method called evolutionary group algorithm (EGA) is proposed for complicated time-consuming 

optimization problems such as finding optimal parameters of content-based image indexing 

algorithms. Contrary to genetic algorithms (GA), the image database is partitioned into several 

smaller subsets in the new evolutionary algorithm and each subset is used by an updating process 

as training patterns for each chromosome during evolution. Each EGA chromosome includes an 

age gene that implies the progress of the updating process, evolutionary genes that participate in 

evolution and history genes that save previous information of the updating process. Also, a new 

fitness function is defined to evaluate the fitness of the chromosomes with different ages in each 

generation. We used EGA to optimize the quantization thresholds of the wavelet correlogram 

algorithm for CBIR. The optimal quantization thresholds computed by EGA improved 

significantly all the evaluation measures including average precision, average weighted precision, 

average recall, average rank, and standard deviation of rank for the wavelet correlogram algorithm. 

 

Key Words: Evolutionary Group Algorithm, Content-Based Image Indexing and Retrieval, Wavelet Correlogram, 

Global Optimization. 

 

1. Introduction 
Storage and retrieval of images in digital image 

libraries and other multimedia databases become a real 

demand in industrial, medical, and other applications in 

recent years. Content-based image indexing and 

retrieval (CBIR) is considered as a solution. In such 

systems, in the indexing algorithm, some features are 

extracted from every picture and stored as an index 

vector [1]. Then, in the retrieval algorithm, every index 

is compared (using a similarity criterion) to find some 

similar pictures to the query image [2]. 

The aim of enhancing the performance of a CBIR 

system is usually increasing the similarity between the 

CBIR and user retrieved images from an image database 

(imagebase), for all query images. There are generally 

two ways to enhance the performance of CBIR systems: 

enhancing the retrieval and indexing algorithms.  

 



 
Fig. 1. General block diagram of the retrieval algorithm 

enhancement process in a CBIR system. 

 

1.1   Retrieval algorithm enhancement 

General block diagram of a retrieval algorithm 

enhancement process is illustrated in Fig. 1. Initially, all 

images of an imagebase are indexed and their indices 

are stored in a feature database (featurebase). Then, at 

each step of the enhancement process, similar images to 

each query are retrieved using the current retrieval 

algorithm parameters. Finally, the retrieval algorithm 

parameters are modified such that the similarity 

between the CBIR and user retrieved images ( ky  and 

kŷ  , respectively)  for all queries is maximized.  

If only one query image (Ik=I) is used in the 

enhancement process, the retrieval algorithm parameters 

will be optimized only for that query image. In this case, 

the block diagram of Fig. 1 corresponds to relevance 

feedback (RF) approach. RF is a general method to 

enhance retrieval results using user’s feedbacks [3].  

 

1.2   Indexing algorithm enhancement 

Here, enhancing the indexing parameters only for one 

query image is not meaningful (Fig. 2). Accordingly, 

the aim of enhancement is global optimization of the 

indexing algorithm parameters. 

Optimization of the indexing algorithm is a more 

difficult task compared to the retrieval algorithm 

enhancement. Because each time the indexing algorithm 

parameters are modified, all images of the reference 

imagebase should be indexed again. Therefore, this 

optimization process has a large computational cost, 

particularly for large imagebases. Actually, there is no 

published work focused on optimization of the indexing 

algorithm parameters. 

 
Fig. 2. General block diagram of the indexing algorithm 

enhancement process in a CBIR system. 

 

A number of researchers used a contextual texture 

classifier to overcome the above drawback [4]. This 

classifier categorizes the images into several contextual 

categories such as picture, painting, portrait, etc. In the 

indexing algorithm, considering the attachment category 

of each image, an appropriate index is constructed. 

Then, in the retrieval algorithm, this index is compared 

to the indices of the images in same category. Although 

the above classifier may improve the retrieval algorithm 

performance, it has several drawbacks such as training 

cost of the contextual classifier (typically a neural 

network); and important inaccuracies caused by miss-

classifications. 

 

1.3   Optimization Methods 

Optimization methods may be divided into two 

categories: variational approaches such as steepest 

descent [5]; and global optimizing approaches such as 

genetic algorithms (GA) [6]. 

The variational approaches can not be used for 

parameter optimization of the indexing algorithms; 

since their cost functions should be convex and 

differentiable. Among global optimizers, evolutionary 

approaches such as GA seem to be more adapted to the 

indexing algorithm optimization problem. However, 

optimizing the indexing algorithm parameters by typical 

GA as well as other evolutionary optimizers is a trivial 

task, because of their huge computational cost. For 

example, when GA are used, for evaluation of each 

chromosome, all images of the reference imagebase 

should be indexed again (see Section 1.2). In other 

words, if indexing of the reference imagebase takes 20 



minutes and GA generates 1200 chromosomes during 

evolution, its entire computational time will be 400 

hours. 
 

1.4   Evolutionary Group Algorithm 

In this paper, a novel evolutionary method called 

evolutionary group algorithm (EGA) for optimization of 

the indexing algorithm parameters is proposed. 

Compared to GA, EGA has an important advantage: the 

evolutionary process in EGA is several times faster than 

GA.  

In EGA, the imagebase is partitioned into several 

subsets and each subset is used by an updating process 

as training patterns for each chromosome during 

evolution. Each EGA chromosome consists of an age 

gene that implies the progress of the updating process, 

evolutionary genes that participate in evolution, history 

genes that save previous states of the updating process, 

and evaluation genes which save the evaluation function 

values (simply evaluation values) in different ages. 

Furthermore, in each generation, a new fitness function 

evaluates the fitness of the chromosomes with different 

ages. 

We applied EGA for optimizing the quantization 

thresholds of the wavelet correlogram CBIR algorithm 

[7]. The optimal quantization thresholds given by EGA 

improved all the evaluation measures including average 

precision, average weighted precision, average recall, 

average rank, and standard deviation of rank for the 

wavelet correlogram algorithm. 
 

1.5   Paper Outline 

The remainder of the paper is organized as follows: 

Section 2 presents the proposed EGA. In Section 3, 

EGA is used to optimize quantization thresholds of the 

wavelet correlogram CBIR algorithm and the simulation 

results are given. Finally, we conclude in Section 4. 
 

2. EGA Principles 
Optimizing the indexing parameters by GA is 

impractical; since it requires reindexing all images in 

the reference imagebase for each chromosome which 

means a very large computational cost. In EGA, the 

reference imagebase is partitioned into several subsets. 

In each generation, only one subset is indexed using 

each chromosome in the population. Consequently in 

EGA, in contrast to GA, the evolution proceeds during 

indexing the image subsets of the reference imagebase. 

This will significantly reduce the computational cost of 

EGA compared to GA. 

 

2.1   Reference imagebase 

In this paper, a subset of COREL database [4] is used 

as the reference imagebase (D). This imagebase consists 

of 10 image categories ( 10=A ) as listed in Table I, and 

each category includes 100=C  images. Therefore, in 

each query, the first C retrieved images should be 

ideally belonged to the similarity category of the query 

image. 

 

2.2   Reference imagebase partitioning 

All images of the reference imagebase are partitioned 

to L different subsets such that each subset includes 

LC=η  images from each similarity category. 

 

2.3   Proposed Chromosomes 

In EGA, the chromosomes are defined as follows: 

Mjg jjjjj ,,2,1,}ˆ,,,{ hisevn K==′ JΘΘΘ      (1) 

where jg , ],...,,[ 1,1,0,
evn

−= Njjjj θθθΘ , his
jΘ , and jĴ  

represent the age gene, evolutionary genes, history 

genes, and evaluation genes of the j-th chromosome, 

respectively. Evolutionary genes supply inheritance 

characteristics like the genes of chromosomes in GA. 

The age is a new gene which enables the chromosome 

to treat time during evolution. The history and 

evaluation genes are complementary to the age since 

they enable the chromosome to treat changes of the 

environmental conditions as well as time during 

evolution. 

 



2.4   Updating chromosomes 

A chromosome updating process (CUP) is used in 

EGA in order to update the genes via indexing the new 

images of the next image subsets. CUP proceeds as 

follows: 

1. S mature chromosomes, whose ages are smaller than 

L, are randomly selected from the current population 

as well as all immature chromosomes to make the 

set P (mature and immature chromosomes will be 

defined in Section 2.7). 

2. The history genes of these chromosomes are 

extended as follows: 
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where i
kI  indicates the k-th image from the i-th 

subset and L|| D  is the total number of images in 

each subset that is equal to L|| D  where |.| returns 

the cardinality of a set. 

3. The evaluation genes of above chromosomes are 

also extended as follows: 
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where the evaluation function ),(ˆ
jgjJ Θ′  (that 

should be minimized) is defined as follows: 
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where, )(⋅δ  is the Kronecker delta function, and 

i
pk

j y ,  is the index of the p-th similar image based on 

Minkowski distance measure [8] of rank m in the 

local featurebase of j-th chromosome (history genes 
his
jΘ ) for query image i

kI . Also, i
pk

j y ,ˆ  is defined the 

same as i
pk

j y ,  but with ideal distance measure that 

matches with the user idea about similarity between 

images. 

4. The age genes of these chromosomes are increased 

by one: 

1: +=∈∀ jj ggj P                                           (6) 

Therefore, the age gene indicates the progress of the 

updating process for each chromosome. 

 

2.5   Generation Model 

We use the GENITOR model [9] as generation model 

for EGA. According to this model, only two offspring 

are produced in each generation and they replace the 

two chromosomes that have the smallest fitness values 

in the current population (the fitness function will be 

introduced in Section 2.6). 

 

2.6   Fitness function 

The fitness of each chromosome is a measure to 

compare it with other chromosomes in a same 

population and it is used by the selection operator. In 

simple GA, the fitness function is defined as a function 

of evaluation values for all chromosomes [6]. Such a 

simple definition is not useful in EGA, since the 

chromosomes in a same population have different ages 

here and are not in same conditions for being 

comparable. In general, comparing the evaluation values 

of the chromosomes with various ages is not valid for 

the following reasons: 

1. Chromosomes in different ages have local feature 

and image-bases with different cardinalities. 

2. According to (5), the retrieval results for the 

chromosomes with various ages have different 

dimensions. 

3. Older chromosomes are more valuable than younger 

ones since they have been competed more with other 

chromosomes during evolution. 

To overcome the above difficulties, we propose a new 

fitness computation algorithm (for mathematical 

discussion, refer to [10, 13]): 

1. k is set equal to the threshold of puberty λ (see 

Section 2.7). 



2. The fitness of the immature chromosomes (with the 

age smaller than λ) is set to zero: 

1,,1,0,0)(: −==′∈∀ λKjPk kj ΘQ            (7) 

where jQ  is a set of all chromosomes with age j.  

3. The fitness of all chromosomes that belong to the 

same-age class jQ  is computed as follows: 
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4. The total fitness of the same-age class jQ  is 

computed by (9): 
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5. Set j=j+1. 

6. Steps 3-5 are repeated until the fitness of all 

chromosomes is computed. 

 

2.7   Mature and Immature Chromosomes 

For each chromosome, the cardinality of the local 

featurebase (history genes) is related to its age. 

Therefore, the evaluation value of a chromosome given 

by (5) will be valid, if its age is larger than the threshold 

λ. We will call these chromosomes as mature and the 

chromosomes whose age is smaller than λ as immature. 

Because of their imprecise evaluations, the immature 

chromosomes can not be used as parents to generate 

new offspring during evolution and so, their fitness is 

always set equal to zero (see Section 2.6). Additionally, 

in each stage of CUP, all immature chromosomes are 

kept in the population and are updated until they 

become mature and generate offspring (see Section 2.4). 

 

2.8   EGA Flowchart 

The EGA flowchart is shown in Fig. 3. This 

evolutionary algorithm initially generates a random 

population (contains M chromosomes). The 

chromosomes of the current population are then updated 

by CUP and the process is repeated until there are at 

least two mature chromosomes. In the next stage, based 

on the fitness of chromosomes, two mature 

chromosomes are selected from the current population 

as parents by a selection operator. Two offspring are 

then generated by the parents using crossover and then 

mutation operators. Finally, a new population is 

generated by replacing two chromosomes that have the 

smallest fitness by the new offspring. The above 

procedure is repeated until a stop criterion is satisfied.  

 
Fig. 3. EGA flowchart. 



2.9   EGA and GA Computational Volumes  

It can be simply shown that the computational volume 

of GENITOR-based GA with respect to EGA is given 

by: 
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For Lffα  we have: 

λ
ξ
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where α is the computational volume of indexing 

algorithm with respect to evaluation function (for 

mathematical discussion, refer to [10, 13]). 

 

3. Experimental Results 
In this paper, EGA is used to optimize the 

quantization thresholds of the wavelet correlogram 

indexing algorithm. 

 

 
Fig. 5. The original quantization thresholds of the 

wavelet correlogram algorithm [11]. 

3.1   Wavelet Correlogram 

Wavelet correlogram, recently introduced by 

Abrishami Moghadam et al. [7], is a wavelet-based 

approach for CBIR. The block diagram of the wavelet 

correlogram indexing algorithm is shown in Fig. 4. As 

illustrated, the wavelet coefficients of each image are 

first computed in three consecutive scales and then 

quantized using quantization thresholds (Fig. 5). After 

that, the autocorrelogram of the wavelet coefficients in 

each scale is computed using only LH and HL matrices. 

The resultant coefficients are finally used for 

constructing the image feature vector. 

 

3.2   Optimizing quantization thresholds 

To optimize the quantization thresholds of the wavelet 

correlogram indexing algorithm by EGA, the 

parameters M, L, λ, S are experimentally chosen as 150, 

100, 5, and 0.2×M=30, respectively. Also, evolutionary 

genes of each chromosome are defined as illustrated in 

Fig. 6. 

The initial population is generated based on seeding 

method [12]. Moreover, we used the tournament 

selection operator (with the tournament size 7M ), one-

point mathematical crossover operator, and typical 

mutation operator (with the mutation probability 

01.0=mP ) [6]. The parameter α was experimentally 

estimated as α=180. Consequently, using (10), the 

relative computational volume of GENITOR-based GA 

with respect to EGA was 541.4 1 ≤≤ ξ . 

 

 
Fig. 4. Block diagram of the wavelet correlogram indexing algorithm. 



 
Fig. 6. Quantization thresholds given by the i-th 

chromosome. 

 

 
Fig. 7. Fitness variations of the best and worst 

chromosomes during EGA evolution. 

 

 
Fig. 8. Optimal quantization thresholds computed by 

EGA. 

 

3.3   Simulation results 

The smooth and reliable variations of fitness 

probability for the best and worst chromosomes in the 

population during 640 generations are shown in Fig. 7. 

The optimal quantization thresholds corresponding to 

the best (oldest) chromosome computed by EGA are 

illustrated in Fig. 8. 

Tables I demonstrates that the wavelet correlogram 

performance is considerably improved with EGA-

optimized quantization thresholds (Fig. 8) compared to 

the manually-enhanced ones (Fig. 5) in terms of several 

evaluation measures [1, 4] including average precision 

( aveP ), average weighted precision ( aveP ), average recall 

( aveR ), average rank ( aveC ), and standard deviation 

(STD) of rank ( stdC ). Therefore, EGA was successful to 

optimize the indexing parameters (the quantization 

thresholds) of wavelet correlogram in a shorter 

computational time compared to the conventional 

evolutionary optimizers such as GA. In Fig. 9, the 

retrieval results of the wavelet correlogram algorithm 

with the optimal quantization thresholds (given by 

EGA) for 2 query images are shown. The precision of 

the algorithm, for each query image, is appeared at the 

right-hand side of the graphical user interface. 

 

4. Conclusion 
In this paper, a novel evolutionary method called 

evolutionary group algorithm was proposed to optimize 

complicated time-consuming problems such as 

optimizing the parameters of image indexing 

algorithms. First, the imagebase is partitioned into 

several subsets in this algorithm. Then, an updating 

process uses each subset as training patterns for each 

chromosome during evolution. In EGA, each 

chromosome includes an age gene indicating the 

progress of the updating process, evolutionary genes 

participating in evolution, history genes saving the 

previous information of the updating process, and 

evaluation genes storing the evaluation values of the 



chromosome in different ages. Furthermore, EGA 

defines s new fitness function to evaluate the fitness of 

the chromosomes with different ages in each generation. 

EGA has much less computational cost compared to 

typical GA which enables it to be useful for other time-

consuming optimization tasks. 
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Fig. 9. Retrieval results of wavelet correlogram with 
EGA-optimized quantization thresholds for 2 different 
query images. 

Table I. Wavelet correlogram performance is significantly enhanced by the EGA-optimized quantization thresholds 
(indicated by label EGA in the table) compared to the manually-enhanced quantization thresholds (indicated by 
label WAC in the table).  

stdC  aveC  aveR (%) aveP (%) aveP (%) 

EGA WAC EGA WAC EGA WAC EGA WAC EGA WAC 

Similarity 
Category 

 

78 83 282 304 31.1 28.9 68.2 68.0 57.7 56.7 Africans 1 
131 131 335 345 28.6 27.9 61.9 63.0 49.3 49.9 Beaches 2 
141 142 308 314 30.5 29.4 63.2 60.1 50.9 46.9 Buildings 3 
79 71 108 110 64.0 63.4 91.2 88.2 87.1 83.8 Buses 4 
91 69 410 438 28.8 25.2 82.8 84.5 74.6 74.9 Dinosaurs 5 
44 48 235 256 30.7 28.3 70.7 63.4 55.7 48.5 Elephants 6 
82 81 125 116 65.3 66.0 88.3 89.5 84.3 84.8 Flowers 7 
99 63 264 268 39.9 29.9 85.9 81.1 78.9 68.9 Horses 8 
79 72 324 345 25.1 22.1 60.0 54.9 47.2 39.9 Mountains 9 
57 51 236 249 36.4 31.0 67.5 60.9 57.1 48.8 Food 10 

127 129 263 275 38.0 35.2 74.0 71.4 64.3 60.3 Total  
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