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a  b  s  t  r  a  c  t

In  this  study,  we  apply  a hybrid  direct  simulation  Monte  Carlo  (DSMC)/Navier–Stokes  (NS)  frame  to
simulate  the  effects  of  catalyst  or splitter  plates  in  propulsive  efficiency  of  micro/nanopropulsion  sys-
tems.  Our  hybrid  frame  uses  the  local  Knudsen  number  based  on  the  gradient  of the  flow  properties
(KnGLL)  to  distinct  the  continuum  and  molecular  regions.  This  frame  also  uses  the  state-based  coupling
(Dirichlet–Dirichlet  boundary-condition  coupling)  to  transfer  the  information  between  the two  regions.
We  simulate  typical  micro/nanopropulsion  systems  consisting  of channels,  catalyst  or  splitter  plates,  and
convergent–divergent  nozzles.  According  to the  KnGLL, we  apply  the  NS  solver  to the  channel  including
the  splitter  plates  and  the  convergent  part of the  micro/nanopropulsion  system  and  the  DSMC  solver  to
the divergent  part  of  the  system.  In microscales,  we find  that the  nozzle  geometry  can  affect  the system
propulsive  efficiency  considerably.  Additionally,  the catalyst  splitter  plates  can  enhance  the  stagnation
avier–Stokes
ybrid algorithm
icropropulsion systems
anopropulsion systems
plitter plates

temperature  upstream  of  the  nozzle  inlet  and  subsequently  increase  the  overall  specific  impulse  of  the
propulsion  system.  Furthermore,  the inlet  channel  and  the  overall  system  sizes  can  affect  the  propulsive
efficiency  of  the  system,  thrust  force,  and  the  specific  impulse.  However,  a high  viscous  force  in nanoscale
propulsion  systems  does  not  permit  the  flow  to meet  the  chocking  condition  at  the  nozzle  throat.  This
limit  decreases  the  propulsive  force  per  unit  area  in the  nanopropulsion  systems  considerably.
atalyst plates
penFOAM

. Introduction

As is predicted, the future small-sized spacecrafts need efficient
ropulsion systems to enable many of their proposed missions.
n the other hand, the future micro/nanospacecrafts need sig-
ificant propulsion capability in order to guarantee a high level
f maneuverability. As is known, the micro/nanopropulsive sys-
ems can provide power for the mission or orbit control of

icro/nanosatellites. These systems usually provide a low-level
hrust in the order of 1 mN.  Therefore, efficient simulation of

icro/nanopropulsive systems is crucial for precise design of small-
cale satellites. As the characteristic length of geometry decreases
t micro/nanoscale, the rarefaction effects become serious. To
escribe the degree of gas flow rarefaction at the micro/nanoscale,
nudsen number is defined as the ratio of mean free path of gas

olecules, �, to a characteristic length in the flow field, L, i.e.,

n = �/L. According to this definition, the rarefaction regimes can
e categorized to slip (0.001 < Kn < 0.1), transition (0.1 < Kn < 10),

∗ Corresponding author. Tel.: +98 21 6616 4644; fax: +98 21 6602 2731.
E-mail address: darbandi@sharif.edu (M.  Darbandi).
URL: http://sharif.edu/ darbandi/ (M.  Darbandi).

924-4247/$ – see front matter ©  2012 Elsevier B.V. All rights reserved.
ttp://dx.doi.org/10.1016/j.sna.2012.09.005
© 2012 Elsevier B.V. All rights reserved.

and free molecular (Kn > 10) ones. There are different methods
to simulate rarefied micro/nanoflow regimes. The Navier–Stokes
(NS) solutions are valid for the slip regime if the velocity slip
and temperature jump boundary conditions are suitably imposed.
Alternatively, the direct simulation Monte Carlo (DSMC) [1] is a
powerful numerical approach to solve the fluid dynamics problems
in the entire rarefaction regimes. However, the computational cost
of DSMC is controversial as the flow approaches the continuum
regime. In continuum flow fields, the NS equations are a better
choice to simulate the flow field efficiently. Considering the above
points, efficient simulation of gas flow fields with considerable
length scale variations needs employing advanced schemes such as
a hybrid DSMC–NS frame. In a hybrid DSMC–NS frame, the molecu-
lar solver simulates the rarefied gas flow regions and the continuum
solver is used to simulate flow of molecules in the near-equilibrium
regions.

Our literature survey shows that the simulation of
micro/nanopropulsion systems have been mostly performed
using an individual either DSMC or NS solver. Additionally, such

investigations are limited to simple nozzle geometries rather than
a complete propulsive system. Bayt [2] used the finite volume
Navier–Stokes simulations and studied the effects of viscous
boundary layer on the propulsive performance of small-scale

dx.doi.org/10.1016/j.sna.2012.09.005
http://www.sciencedirect.com/science/journal/09244247
http://www.elsevier.com/locate/sna
mailto:darbandi@sharif.edu
http://sharif.edu/~darbandi/
dx.doi.org/10.1016/j.sna.2012.09.005
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ozzles. He reported that the propulsive efficiency of a micronoz-
le decreases with the decrease of Reynolds number as the
oundary layer thickness increases. Boyd et al. [3] studied the
icronozzle employed in GP-B spacecraft using DSMC. Generally,

he GP-B spacecraft uses cold gas micropropulsion to perform its
ission [4].  Boyd et al. [3] also studied the effects of back-pressure

n the flow field inside the micronozzle. Their results were in
ood agreement with the experiments. Zelesnik et al. [5] studied
he effects of nozzle geometry and stagnation temperature on
he propulsive force of nozzles at low Reynolds number regimes.
hey showed that conical nozzles provide the maximum thrust
s they permit maximum amount of mass flux compared with
he bell-shaped nozzles for the same inlet conditions. Ivanov
nd Markelov [6] simulated axisymmetric micronozzles using
SMC. They used a hybrid frame, which used the NS solver in near
quilibrium regions and the DSMC solver in the rarefied regions.
itt et al. [7] focused on MEMS-based satellite micropropulsion

ystems using catalyzed hydrogen peroxide decomposition. They
resented different micropropulsion systems constructed in
ASA Goddard Space Flight Centre. They performed different
xperimental tests to measure the decomposition efficiencies of
ydrogen peroxide propellant. Alexeenko et al. [8] simulated flow
hrough axisymmetric and 3D micronozzles using the DSMC and
S solvers. They observed that the viscous effects dominate the
as expansion and reduce the thrust due to significant wall viscous
ffects. Xie [9] simulated low Knudsen number micronozzle flows
sing DSMC and solving the NS equations. He measured the
ependency of mass flow rate on the pressure differences. Titov
t al. [10] simulated the flow through 3D micronozzles considering
eynolds numbers from 200 to 2000. They used a collision limiter
SMC approach (eDSMC) to extend the applicability of direct

imulation Monte Carlo to the continuum regime in treating
icronozzles flows. The results of eDSMC method were compared
ith those of the NS computations for a three-dimensional nozzle
ith high stagnation pressure and temperature magnitudes. There
ere good agreements between the solutions of eDSMC and Euler

overning equations. La Torre et al. [11] studied the effects of
avy surface roughness on the performance of micronozzles.

hey simulated conical convergent–divergent micronozzles and
eported formation and reflection of several weak shocks due
o the surface roughness. Moríñigo and Hermida-Quesada [12]
erformed steady-state performance analysis of a flat-shaped
icronozzle in under-expanded cold and hot-gas operations using

he NS equations subject to velocity slip and temperature jump
oundary conditions. They concluded that the friction force and
eat transfer over the side-walls characterize the MEMS-class noz-
les. Darbandi and Roohi [13] used an unstructured DSMC solver
o simulate a wide range of rarefaction regimes from subsonic to
upersonic flows through micro/nanoscale converging–diverging
ozzles. They studied the effects of back-pressure, gas/surface

nteractions (diffuse/specular reflections), and Knudsen number
n the flow field in micro/nanoscale nozzles.

Our literature survey shows that the numerical simulation
f micro/nanopropulsive systems has been mostly restricted to
he nozzle geometries. Meanwhile, the real micro/nanopropulsive
ystems consist of different components, which may  affect the
verall propulsive performance of the system. Therefore, the main
bjective of the current study has been to provide a deeper
nderstanding of the flow behavior in a tentative micro/nanoscale
ropulsive system designed and constructed in NASA Goddard
pace Flight Centre, see Ref. [7].  We  use a hybrid DSMC–NS algo-
ithm incorporated with a state-based coupling to perform our

imulation efficiently. Using our experience in developing different
ontinuum [14–20] and molecular [13,21–25] solvers, we extend

 hybrid DSMC–NS method in the context of OpenFOAM [26]. We
se “dsmcFoam” solver as our molecular solver [25]. This solver
tuators A 189 (2013) 409– 419

was developed as a joint venture research work performed by the
current authors from Sharif University of Technology, the faculty
members of University of Strathclyde and the code developers in
the OpenCFD Ltd.

The rest of this paper is organized as follows. Section 2 describes
the DSMC and NS solvers as well as our state-based hybrid frame.
Section 3 presents the results of solving rarefied gas flows in dif-
ferent micro/nanopropulsive systems using our hybrid solver. The
concluding remarks are provided in Section 4.

2. Computational approach

2.1. The DSMC solver

DSMC is a numerical tool to solve the Boltzmann equation based
on direct statistical simulation of the molecular processes described
by the kinetic theory [1].  It is considered as a particle method in
which each particle represents a large bulk of real gas molecules.
The primary principle of DSMC is to decouple the motion and colli-
sion of particles during one time step. The implementation of DSMC
needs breaking down the computational domain into a collection
of grid cells. The cells are divided into subcells in each direction. The
subcells are then utilized to facilitate the selection of collision pairs.
Accurate DSMC solution requires some constraints on the cell size,
time step, and number of particles. A random selection of particles
from a cell for binary collisions requires that the cell size to be a
small fraction of the gas mean free path. The decoupling between
the particles movement and collisions is correct if the time step is a
small fraction of the mean collision time. Indeed, the number of par-
ticles per cell should be high enough, around 20, to avoid repeated
binary collisions between the same particles. To solve a station-
ary problem with DSMC, an arbitrary initial state of gas particles is
first specified and the desired boundary conditions are imposed in
the entire computational domain at time zero. Second, the particles
movement and the binary collisions are performed separately. After
achieving the steady flow condition, sampling of molecular prop-
erties is fulfilled within each cell during a sufficiently long time to
avoid statistical scattering. All thermodynamic parameters such as
temperature, velocity, density, and pressure are then determined
from this time-averaged data.

As stated, we  use a general DSMC solver named dsmcFoam
[25] under the framework of OpenFOAM. OpenFOAM is a flexible
set of efficient, object-oriented C++ modules for solving complex
fluid flows [26]. It is mainly a finite-volume package designed to
solve systems of differential equations in arbitrary geometries. In
developing dsmcFoam, we  benefited from the features of Open-
FOAM such as particle tracking in unstructured, arbitrary, and
polyhedral meshes. dsmcFoam can model arbitrary geometries
and arbitrary number of gas species. dsmcFoam uses the Variable
Hard Sphere (VHS) collision model and Larsen–Borgnakke internal
energy redistribution model [1] to perform inter-molecular colli-
sions. The boundary walls are treated as diffuse reflectors using the
full momentum and thermal accommodation coefficients.

2.2. The NS equations and solver

The NS equations can be derived from the Chapman–Enskog
expansion of the Boltzmann equation. These equations, namely
conservation of mass, moment and total energy, are expressed as
[26]

∂�
∂t
+ ∇ · [V�] = 0 (1)

∂(�V)
∂t

+ ∇ · [V(�V)] + ∇p + ∇ · � = 0 (2)
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∂(�E)
∂t

+ ∇ · [V(�E)] + ∇ · [Vp] + ∇ · (� · V) + ∇ · q = 0 (3)

here � is the mass density, p is the pressure, E = e + |V2|/2 is the
otal energy, e is the internal energy per unit mass, q is the diffusive
ux of heat and � is the shear stress tensor. Using the Stokes law,
he stress tensor can be described by

= � dev(∇V + (∇V)T ) (4)

here dev means the deviatoric of the tensor, � is the dynamic
iscosity, and the superscript T denotes the transpose. The Fourier’s
aw represents the diffusive heat flux as follows:

 = −k ∇T (5)

here k is the thermal conductivity. In order to consider rarefaction
ffects, the first-order velocity slip and temperature jump boundary
onditions are applied at the walls as follows [13]:

g − Vw = −2 − �u

�u
�∇n(S · V) − 2 − �u

�u

�

�
S · (n · �mc) − 3

4
�

�

S · ∇T

T
(6)

g − Tw = −2 − �T

�T

2�

(� + 1)Pr
�∇nT (7)

here n represents the unit normal vector to the surface. Addition-
lly, the subscripts g and w refer to gas adjacent to wall and wall,
espectively. �u and �T are the tangential momentum and ther-
al  accommodation coefficient, respectively. � is the specific heat

atio and Pr is the Prandtl number. The tensor S = I − nn, consider-
ng I as the identity tensor, removes the normal components of any
on-scalar field. Additionally, �mc is expressed as

mc = �(∇V)T −
(

2
3

)
Itr(∇V) (8)

here the subscript tr denotes the trace. Both accommodation
oefficients have been considered as unity to simulate diffuse
eflector walls. The second and third terms at the RHS of Eq. (6)
onsider the effects of boundary curvature and thermal creeps on
he velocity slip, respectively. We  use the power law relation to
resent gas viscosity as a function of temperature magnitude as
ollows:

 = �ref

(
T

Tref

)ω

(9)

ref = 15
√

m	kTref

2	d2
ref(5 − 2ω)(7 − 2ω)

(10)

here ω is the macroscopic viscosity temperature exponent, d is the
olecular diameter, and k = 1.38 × 10−23 is the Boltzmann constant.

or nitrogen gas, they are ω = 0.74 and d = 4.17 × 10−10. We  apply
he power law relation to be consistent with the VHS model used
n our DSMC solver.

In this work, we use “rhoCentralFoam” module of OpenFOAM
s a NS solver [26]. rhoCentralFoam is an explicit density-based
olver for simulating viscous compressible flows. It benefits from a
odunov-like central-upwind scheme. The space discretization has

 second-order accuracy based on reconstruction of the primitive
ressure, velocity, and temperature variables. Our time integration
mploys the first-order forward scheme.

.3. The hybrid strategy
There are two main issues, which need to be addressed by any
ybrid algorithm. They are the locations of continuum–molecular

nterface and the equilibrium breakdown parameter. Any hybrid
olver should enhance its computational efficiency by restricting
tuators A 189 (2013) 409– 419 411

the DSMC solutions suitably to non-equilibrium regions. Usually,
a continuum breakdown parameter is applied to locate the inter-
face. This parameter can be derived from the relation between
the Boltzmann and NS equations. Different breakdown parameters
have been suggested. One is the local Knudsen number based on
the gradients local length (GLL) of the flow properties. It is defined
as

KnGLL� = �



|∇
| (11)

where 
 is an arbitrary flow parameter and KnGLL = max(KnGLL,�,
KnGLL,V, KnGLL,T) [27]. KnGLL,V is computed based on the velocity
magnitude. The local mean free path used in the gradient-length
Knudsen number is calculated using the VHS formula as follows
[1]:

� = 2(5 − 2ω)(7 − 2ω)
15

√
m

2	kT

(
�

�

)
(12)

Another breakdown parameter is the parameter B, which is taken as
the maximum value for the shear stress and heat flux magnitudes.
It is given by

B = max(|q∗
i ||�∗

ij|) (13)

where

q∗
i =

(
�

P

)  (
2m

kT

)0.5
∇T (14)

and

�∗
ij =

(
�

P

)
(Vi,j + Vj,i − Vk,kıij) (15)

where indices i, j, and k stand for the three velocity components.
The equilibrium breakdown occurs whenever KnGLL > 0.05 [27] or if
B = 0.1 [28]. In this work, we  used KnGLL as the breakdown param-
eter to determine the continuum–molecular interface. A small
overlap region is considered at the interface between the two
solvers. This region is solved with both solvers. The benefit of using
the overlap region is that the hybrid solution is not influenced by
the exact position of interface.

Our hybrid cycle is based on the scheme suggested by
Schwartzentruber et al. [29], as follows:

1. Obtain the NS solution for the entire domain (this solution is
inaccurate in non-equilibrium regions but it is acceptable in the
near-equilibrium regions),

2. Apply the breakdown parameter to the above solution and spec-
ify the non-equilibrium (DSMC) and equilibrium (NS) regions,

3. Use the DSMC solver to obtain solution in the rarefied and
overlap regions, and similarly, solve the NS solver in the near-
equilibrium region,

4. Reapply the breakdown parameter to both regions and change
the interface between these two  regions if it is necessary, and

5. Repeat steps 3 and 4 unless the breakdown parameter indicates
that the interface location does not change.

3. Results and discussion

In this section, we  apply our hybrid NS–DSMC solver to a num-
ber of micro/nanopropulsion systems. However, it is instructive to
investigate the flow field inside a simple micronozzle using our
hybrid frame before simulating any complete propulsive system.
Indeed, the micronozzle simulation would provide a suitable expe-

rience to set up our hybrid frame in a more complicated propulsive
geometry more effectively. Next, we apply the hybrid solver to sim-
ulate three micropropulsion test cases with and without splitter
plates. Eventually, we analyze two  nanopropulsion systems with
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Table  1
Detailed information of simulated micro/nanopropulsion systems.

Type Case System description Hinlet Lchannel/Hinlet Lnozzle/Hinlet Hthroat/Hinlet Uinlet (m/s) Kninlet

Micro
1 Without splitter plates

50 �m 6 2 0.1 150
0.003

2 With splitter plates, Tp = 300 K 0.014
3 With  splitter plates, Tp = 600 K 0.013
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used for the discretization of the continuum and molecular regions.
We use a grid with (80 × 150) structured meshes in the convergent
section and a grid with (120 × 80) cells in the divergent section.

Fig. 2. Presenting the current temperature and Mach number distributions at the
micronozzle centerline and comparing them with the results of Liu et al. [30].
Nano
4  With splitter plates, Tp = 300 K 7.5 nm 3
5  With splitter plates, Tp = 300 K 75 nm 6

he catalyst plates. The details of these five test cases are provided
n Table 1. For all simulated micro/nanopropulsive systems, the

orking gas is nitrogen.

.1. Test 1 – microscale nozzle

Fig. 1 shows the geometry of our chosen micronozzle. Consid-
ring a symmetric geometry and flow, we only solve one-half
f the solution domain. The throat height Ht is 15 �m.  The inlet
nudsen number is Knin = 7.5 × 10−4. The inlet boundary condi-

ions are specified as a static pressure of Pin = 1 atm, a total pressure
f Pt,in = 1.19 atm, and an inlet temperature of Tin = 300 K. The wall
emperature is specified as Twall = 300 K. Since the flow is supersonic
t the nozzle outlet, we do not specify any parameter there.

.1.1. Validation of the DSMC solver
Since there is no experimental result for the micro/ nanopropul-

ion system, we  compare our numerical solution with the DSMC
olution of Liu et al. [30]. This helps to verify the accuracy of our
ybrid solver. We  use a structured grid of 400 × 150 to discretize
he entire nozzle domain. This grid was chosen after a careful
rid refinement study. Fig. 2 presents the centerline temperature
nd Mach number distributions and compares them with those
resented in Ref. [30]. The lengths are nondimensionalized with
espect to the nozzle length Ln = L1 + L2 in this figure. As is seen, there
re suitable agreements between the current solutions and those
f reference. As is observed, we have performed our DSMC simu-
ation using two different number of particles per cells (NPC), i.e.,
PC = 15 and NPC = 30. The achieved solutions indicate that there is
egligible dependency on the NPC magnitude. The results of Fig. 2
re trustworthy and we can use our DSMC solver to simulate our
roposed micro/nanopropulsion systems.

.1.2. Validation of the hybrid solver
At this stage, we would like to verify our hybrid DSMC–NS

imulator. As the first step of our hybrid frame, it is necessary
o determine the continuum and rarefied regions using a suitable
arameter like the local Knudsen number magnitude. Fig. 3 shows
he local Knudsen number based on the density predicted by the
ontinuum and molecular solvers. In fact, KnGLL,� is the maximum
ocal Knudsen number. As is observed, the boundary layer regions at
he throat and the divergent section of micronozzle are the places

here the local Knudsen number exceeds the threshold value of

.05.
As the ongoing flow expands, it becomes more rarefied and con-

equently, the non-equilibrium region increases effectively. From

Inlet L
in

L
o

u
t

L2L1

L
t Symm etry  Line

Wall
Outlet

ig. 1. Micronozzle geometry including the imposed buffer zone and the general
mplemented boundary conditions.
150 25 100 0.15
10 5 100 0.15

our previous experiences, the NS solution of the flow field at the
divergent section of the nozzle is not accurate even at the nozzle
centerline [13]. The above study indicates that it is better to solve
the entire divergent section using our DSMC solver and use the
NS solver to solve the convergent section. The additional benefit
of this division is that the low speed region of the nozzle (located
in the convergent section) is not solved using the DSMC solver.
As is known, DSMC solution needs more computational time and
sample size in solving low speed flows [21]. Fig. 4 shows the grid
Fig. 3. Comparison of local Knudsen number based on the density predicted by the
continuum (top region) and molecular (bottom) solvers.
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nozzle configuration, we observed that the micro/nanopropulsion
system would converge more smoothly if we specify the veloc-
ity (instead of pressure) at the inlet. However, one should note
that we derived this velocity magnitude from the total and static
Fig. 4. The utilized grid in the NS and the DSMC regions.

hese grids are selected after a careful grid convergence study, see
ef. [13]. We  set total pressure, temperature, and pressure at the

nlet of the convergent section. The back-pressure at the end of
onvergent section is provided by the DSMC solution and is imple-
ented by the NS solver. Alternatively, we use the NS solution to

rovide the inlet boundary conditions at the start of the divergent
ection, i.e., we set the supersonic velocity, temperature, and num-
er density. These data are used to sample the velocity of incoming
olecules and can help to calculate the fluxes to the divergent sec-

ion. We  do not set any boundary conditions at the outlet of nozzle,
s the flow is supersonic there.

Fig. 5 shows the velocity profile at the nozzle throat using the
S and DSMC solvers individually. It is observed that both solutions
re the same at the throat except a small discrepancy observed
earby the nozzle wall. In fact, our experience has shown that if
he discrepancy between the DSMC and NS solutions is limited to

 small region at their interface, the hybrid solver will eventually
onverge to an accurate solution. It is because the number of par-
icles entering into the domain, i.e., through the boundary cells
ocated at those small regions, is much less than that of the par-
icles entering into the domain through the rest of boundary cells
ocated at the interface. On the other hand, these numbers are much
ess than the number of particles already exist in the entire hybrid
nterior domain. Therefore, the slight inaccuracy caused by these
articles would disappeared during the hybrid simulation. In other
ords, the hybrid frame solution would converge to an accurate

olution eventually despite a slight inaccuracy introduced at the
ybrid interface.

Fig. 6 shows the variation of temperature at the micronoz-
le centerline derived by the hybrid, NS, and DSMC solvers. It is
bserved that the hybrid solution agrees well with the pure DSMC
olution in the divergent section of nozzle although the boundary
onditions at the inlet of the divergent section are taken from the
S solutions. Of importance, the discrepancy observed nearby the
all, see Fig. 5, has not affected the hybrid solution at all.
The main benefit of hybrid solver is the reduction in the com-
utational time. The computational time for full DSMC simulation
f the investigated micronozzle is around 38 h using an Intel Core
ue T6400 Hz laptop with 3 GB RAM. This time is reduced to 26 h for

ig. 5. Normalized velocity profile at the nozzle throat using the NS and DSMC
olvers.
Fig. 6. Temperature distribution at the nozzle centerline derived from the contin-
uum, molecular, and hybrid solutions.

the hybrid solver (24 h for the DSMC solver, 2 h for the NS solver).
Therefore, the required computational time for our hybrid solver
was about 68% of our individual DSMC simulator.

3.2. Test 2 – micropropulsion system

The next step in evaluating our developed hybrid algorithm is
to simulate a micropropulsion system. The chosen micropropul-
sion system is shown in Fig. 7. This geometry is inspired in the
microdevice system originally manufactured and tested by Hitt
et al. [7];  but not exactly with the same size and components. We
perform our simulations for two  different micropropulsion sys-
tem configurations. The first system consists of a microchannel,
a micronozzle, and an exit buffer zone, see Fig. 7(a). The second
system consists of the first system in addition to a bundle of cat-
alyst splitter plates inside the microchannel; see Fig. 7(b). We  put
10 splitter plates, whose sizes are (2.5 × 150) �m,  inside the chan-
nel. The gap size between each two plates is 2.5 �m. In all of our
micro/nanopropulsion system test cases, we imposed a tempera-
ture of 300 K and an inlet velocity, whose details are provided in
Table 1. One may  become confused with using a velocity defini-
tion instead of a pressure specification at the channel inlet. In other
words, one may  say, “controlling the feeding pressure has more
sense in micro/nano thrusters.” The reason for choosing the velocity
(instead of the pressure) as the inlet boundary condition is optional
and not mandatory. It is because unlike our experience in solving a
Fig. 7. Two  chosen micropropulsion systems without (a) and with (b) the catalyst
splitter plates.
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at various locations inside the micropropulsion system. The non-
ig. 8. Variation of the KnGLL,� at the micropropulsion system centerline, Case 1.

ressure values, which were specified in advance at the inlet of
hannel. Therefore, there is absolutely no difference choosing either
elocity or pressure at the inlet in our test case. In other words,
here is no conflict with the fact that the feeding pressure controls
he thrust of the system in our test cases.

.2.1. Case 1
The inlet velocity for Case 1 is 150 m/s  and the inlet/wall tem-

erature is 300 K. The inlet Knudsen number, based on the channel
eight, is 0.003. Our local Knudsen number study resulted in the
ame domain decomposition as suggested in Section 3.1.  As shown
n Fig. 8, the channel and convergent section of the nozzle can be
reated as the equilibrium regions because the KnGLL has a negligi-
le value and almost constant. Therefore, these regions should be
olved using the NS solver. Alternatively, the divergent section of
he nozzle and the buffer zone are in the rarefied region and should
e simulated using the DSMC solver.

Fig. 9 shows the Mach number and temperature contours inside
he micropropulsion system. The regions specified to the NS and
SMC solvers are indicated in this figure as well. It is observed that

he Mach number expansion mostly occurs in the divergent section
nd the buffer zone. Meanwhile, the temperature variations start

rom the middle section of the channel. The gas flow is heated more
s approaches the convergent section of the nozzle and reaches to
he highest temperature at the nozzle throat. As the flow expands

ig. 9. Mach and temperature contours calculated by the hybrid solver, Case 1.
Fig. 10. Variation of the KnGLL,� at the micropropulsion system, Case 2.

in the divergent section, the gas cools and reaches to a low value
around 50 K.

3.2.2. Case 2
The inlet Knudsen number is 0.014 in this case. We do not con-

sider the effects of chemical reactions but focus on the effects of
splitter plates on the fluid dynamics and heat transfer of the micro-
propulsion system. The key effect of using catalyst splitter plates
is the increase of the total friction force of the system. As is shown
in Fig. 10,  the local Knudsen number variation is similar to Case 1.
Although insertion of the splitter plates decreases the size of flow
passage, there is no sensible change in the local Knudsen number
along the splitter because there is little variations in flow properties
along these plates. Therefore, splitting the DSMC and NS regions is
the same as Case 1.

Fig. 11 shows the Mach and temperature contours calculated by
the hybrid solver. The maximum value of Mach number is lower
than that calculated in Case 1. The temperature variations of this
case also show a lower value at the throat of the micronozzle if it
is compared with Case 1.

Fig. 12 shows the profiles of different flow properties includ-
ing the temperature, Mach number, static pressure, and velocity
dimensional location X/L = 0.45 is at the microchannel, X/L = 0.70 is
at the convergent section of the nozzle, X/L = 0.82 is at the divergent
section, and X/L = 0.85 and X/L = 90 are placed in the buffer zone.

Fig. 11. Mach and temperature contours calculated by the hybrid solver, Case 2.
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Fig. 12. Profiles of different flow properties at different cho

ere, L denotes the entire axial length of the computational domain.
t is observed that the temperature is constant at X/L = 0.45. It is
bout 340 K. It slightly decreases near the wall at this location. At
/L = 0.70, the temperature is again constant in the core region of the
ozzle but there is a larger gradient near the wall comparing with
hat at X/L = 0.45. At the divergent part, X/L = 0.82, the core flow is
older than the gas adjacent to the wall. There is a bimodal behavior
n temperature profile at this location, i.e., there is a slight increase
n the temperature at the centerline of the nozzle. The same phe-
omenon has been reported for the rarefied Poiseuille flow [31].
s the flow expands in the buffer region, it becomes cooler. Mach
umber behavior is similar to the temperature one, i.e., we observe

 bimodal behavior. It should be noted that the velocity profile does
ot show such a bimodal behavior at all. The velocity shows steeper
radient at the divergent section compared with that of the tem-
erature profile. As the flow expands in the divergent section, it
ecomes uniform. However, the pressure profile is nearly constant
long the micropropulsion system.
.2.3. Comparison of Cases 1 and 2
Fig. 13 presents the flow field properties along the micropropul-

ion centerline for Cases 1 and 2 and compares them with each
ngitudinal locations in the micropropulsion system, Case 2.

other. This figure illustrates the effect of using splitter plates on
the gas flow properties. It is clearly observed that there is a con-
siderable pressure reduction in the system as the splitter plates are
inserted in the micropropulsion system.

At the beginning of the plates, there is a slight decrease in static
pressure and temperature and a moderate increase in the velocity
and Mach number magnitudes. Meanwhile, the temperature, Mach
number and velocity are the same at the nozzle and buffer zones for
both cases. Therefore, the splitter plates do not affect the gas flow-
choking incident and the nozzle geometry determines the flow field
behavior. Indeed, the splitter plates determine the upstream condi-
tions, i.e., they change the inlet static pressure and flow field inside
the channel. However, they do not affect the flow at the nozzle. In
other words, the key configuration in this micropropulsion system
is the geometry of micronozzle.

3.2.4. Case 3
The outcome of catalyst reactions in a real micropropulsion sys-
tem is to heat the fluid. To modify our pervious test cases, we
consider a splitter plate temperature of 600 K, which is much higher
than the inlet flow and wall temperature, i.e., 300 K. Fig. 14 com-
pares the distribution of flow properties at the centerline of two
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Fig. 13. Comparison of different flow properties alon

icropropulsion systems, i.e., Cases 2 (Tp = 300 K) and 3 (Tp = 600 K).
omplex interaction of heat transfer phenomenon with the fric-
ion forces determines the eventual behavior of the flow field in
oth cases. As is observed, the temperature increases linearly in
he microchannel in Case 3. It reaches to a maximum value higher
han the plate temperature, i.e., it reaches to 850 K. Similarly, the
elocity increases linearly (but with a lighter step comparing with
emperature) once the flow passes over the splitter plates. Mean-
hile, the static pressure decreases linearly from around 4.4 kPa to

.6 kPa over the splitter plates. In fact, the channel pressure loss is
onverted to the velocity and temperature increases. The velocity
nd temperature magnitudes at the micronozzle are higher for Case

 than Case 2. Meanwhile, Mach number distribution (the ratio of

elocity to temperature) is identical for both Cases 2 and 3 at the
ozzle. It is observed that there is a velocity jump at the start of
plitter plates and the flow decelerates over the plates in Case 2

able 2
erformances of different micropropulsion systems, Cases 1–3.

System type Vexit (m/s) ṁ (g/s) Ft (mN) Isp (s)

Case 1 741 12 9.8 75.6
Case  2 721 8.3 5.9 73.6
Case  3 915 8.1 6.4 93.7
enterline of micropropulsion systems, Cases 1 and 2.

due to the viscous forces. Meanwhile, the flow accelerates over the
splitter plates in Case 3 due to a gas heating process.

3.2.5. Performance comparison for Cases 2 and 3
Table 2 provides a quick comparison among the performances of

three preceding micropropulsion systems. In this table, the thrust
force is calculated from Ft = ṁVexit and the thrust specific impulse
is given by

Isp = Ft

ṁg0
(16)

It is observed that the exit velocity and specific impulse are the
highest for Case 3. Therefore, a higher catalyst plate’s temperature
would result in a higher specific impulse. Meanwhile, the maximum
thrust force occurs for Case 1, where there are no splitter plates.
Therefore, the inlet static pressure and mass flow rate would be
the highest magnitudes in this case.

3.3. Test 3 – nanopropulsion systems

The next stage of our simulation considers the flow field study

inside a nanopropulsion system. The details of chosen geometries
are provided as Cases 4 and 5 in Table 1. The inlet and splitter tem-
perature are fixed at 300 K. The inlet Knudsen number and velocity
for both cases are set as 0.15 and 100 m/s, respectively. Since this
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est case is beyond the slip flow regime limit, we cannot apply
ybrid frame for nanopropulsion system and should use individual
SMC solver for the whole flow region.
.3.1. Case 4
Fig. 15 shows the Mach and temperature contours inside

he nanopropulsion system. It is observed that the flow starts

Fig. 15. Mach and temperature contours, Case 4.
enterline of micropropulsion systems, Cases 2 and 3.

decelerating as it approaches the splitter plates. The Mach num-
ber is almost constant as the flow passes through the plates. The
Mach number again increases as the flow reaches the nanonozzle
throat, but the flow is not chocked. The decrease in Mach number is
due to a high viscous force, which converts the inertial forces to the
thermal field, as is shown in temperature contours. It is observed
that the temperature increases as the flow reaches the splitter plate.
The temperature is almost constant on the rest of the channel and
nozzle but it expands at the buffer zone.

3.3.2. Case 5
In Case 5, we consider another nanopropulsion system with

larger inlet and throat sizes. The inlet and wall conditions are the
same as the previous test case. The temperature and Mach number
contours are shown in Fig. 16 for this case. Since the resisting vis-
cous force is lower for this geometry, the Mach number decreases
with a slower rate while the temperature increase is not as high as
that in Case 4. Other flow characteristics are the same, e.g., the flow
does not choke. Table 3 presents the performances of two presented
nanopropulsion systems. As is observed, the nanopropulsion sys-

tems can provide small thrust force magnitudes in the order of
milli-Newtons. Additionally, the system specific impulse and sys-
tem exit velocity magnitudes are quite low compared with those
of micro-propulsive systems, i.e., the exit velocity and the specific
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Fig. 16. Mach and temperature contours, Case 5.

Table 3
The performances of two considered nanopropulsion systems, Cases 4–5.

System type Vexit (m/s) ṁ (g/s) Ft (mN) Isp (s)
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Case 4 12 0.60 7.2 1.22
Case  5 7 0.45 3.2 0.71

mpulse are in the order of 101 and 100 mN,  respectively. Therefore,
t is evident that the nanopropulsion systems are suitable to be used
n low-weight nanosatellite systems, which require low thrust and
mpulse levels.

. Conclusion

We used a hybrid DSMC–NS frame to study the rarefied gas
ow through different micro/nanopropulsive systems. We  used
he continuum solver of OpenFOAM, namely rhoCentralFoam, and
eveloped a molecular solver, i.e., dsmcFoam to perform this study.
he NS equations were solved in the near-equilibrium regions
hile the rarefied flow regions were solved using the DSMC solver.

or a single micronozzle flow case, the required computational time
or our hybrid solver was about 68% of the individual DSMC simula-
or while the hybrid frame solution provided sufficient accuracies
s much as the DSMC code accuracy. For the flow inside a micro-
ropulsive system, we solved the channel and convergent section
f the nozzle using the continuum solver and solved the divergent
art of the nozzle and the buffer zone using the DSMC solver. The
istinction between these two regions was provided using the local
nudsen number definition. We  observed that there is a consid-
rable static pressure reduction in the micropropulsion system if
he splitter catalyst plates are inserted in the system. If the split-
er plate’s temperature is increased properly, the exit velocity and
he specific impulse increase while the thrust force decreases. The
elocity and temperature increase linearly as the flow passes over
he high temperature splitter plates. Meanwhile, the Mach num-
er gets the same value as that of using a low temperature splitter.
ur investigation of nanopropulsion system showed that high vis-
ous force effects do not permit the flow to reach the chocked state
t the nozzle throat at nanoscales. In fact, the flow decelerates
nd heats before arriving the splitter plates. We  concluded that
he nano-scale propulsion systems are useful for lower propulsive
orce magnitude and can be recommended for use in orbital control
urposes.
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