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lance sheet and income statement provide potentially vast volumes of information. Despite the large
mber of predictive variables, in most cases, the user cannot make a judgment easily about the survival
company. In this paper, we indicate a set of useful variables for failure prediction by Step-wise
ant Analysis (SDA). Furthermore, this study applied a data mining technigue to explore and
the performance of Particle Swarm Optimization (PSO), Classification and Regression Tree
and Support Vector Data Description (SVDD). The vesults showed that PSO does not
mificantly differ, from CART, but due to lower average ervor rate, PSO is more efficient than CART
d PSO and CART significantly perform SVDD.

]

atroduction

ver the four decades, Corporate Failure Prediction (CFP) has become an important research
pic in the finance area. In general, the objective of CFP is to develop models that can
tract novel knowledge from previous observations and appraise corporate status. Two factors
it are effective in CFP area are: significant predictor variables and the classifiers used in
veloping the prediction model (Lin et al., 2011).

Since 1966, a lot of research has been carried out in the area of CFP. Methodological
jproaches employed in these studies have been classified into statistical and artificial
:‘ iﬁgence methods (Min and Jeong, 2009). Statistical methods include multiple
iscriminant analysis used in Beaver (1966) and Altman (1968) and logit or probit applied in
(1980), Zmijewski (1984), Koh (1991) and Hopwood et al. (1994). There are lots of
ods that can be used in the category of artificial intelligence, new algorithms such as
ort vector machines (Tsai and Cheng, 2012), neural networks (Ashoori and Mohammadi,
; and Olson et al., 2012), fuzzy support vector machine (Chaudhuri and De, 2011),
jon tree classification (Chen, 2011) and genetic algorithm (Sun et al., 2011; and
Vol atabetal., 2011).

~ The purpose of this paper is summarized in three parts. First, finding the effective financial
future by prior studies and using Step-wise Discriminant Analysis (SDA) and secondly, to
tenfold cross-validation to find out the optimal models. Thirdly, it tries to demonstrate
applicability of the proposed models and comparison of these models (see Figure 1).
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Figure 1: Steps of Corporate Failure Prediction
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The financial data used for this study is obtained from the Tehran Stock Exchange (TSE).
The dataset used for this study consists of 146 Iranian manufacturing companies in total
(73 from bankrupt! and 73 from non-bankrupt companies) and covering the duration 2001-
2011. It should be noted that due to the low number of listed companies in TSE as well as the
lack of non-bankrupt companies in some industries such as textile companies, two groups
(bankrupt and non-bankrupt companies) could not match completely in terms of industries.

Variable Selection

Selection of appropriate parameters to achieve the optimal allocation of a classification
model is a very important job and in most cases is not an easy task. The process of finding a
subset of variables that play a role in optimal form of classification is called feature selection
or variable selection. According to researchers, faster and more cost-effective predictors
reduce the running time of an algorithm, better understanding of the final classification
model and more efficiency and effectiveness are some of the advantages of feature selection
(Guyon and Elisseeff, 2003; and Ashoori and Mohammadi, 2011).

Table 1: Variables Used in the Study
No. Predictor Variable Name Fi;‘::;ial M:::'m M‘::‘ns ]iif‘;l
Group 1|Group 2
X1 | Earnings before interest and taxes/ Total assets | EBIT/TA 0.18 0.05 0.00
X2 | Long-term debt/Shareholders’ equity LTD/SE 0.20 0.56 0.06
X3 | Retained earnings/Stock capital RE/SC 0.65 0.02 0.00
X4 | Marked value of equity /Total liabilities MVE/TL 1.40 0.66 0.00
X5 | Marked value of equity /Shareholders’ equity | MVE/SE 2.42 2.5, 0.22
X6 | Marked value of equity /Total assets MVE/TA 0.77 0.48 0.00
X7 | Cash /Total assets Ca/TA 0.05 0.03 0.00
X8 | Log (total assets) Size 5.25 5.23 0.83

! Under paragraph 141 of Iran Trade Law, a firm is bankrupt when the total value of its retained earnings is equal
to or more than 50% of its listed capital.

20 The IUP Journal of Business Strategy, Vol. X, No. 3, 2013



Table 1 (Cont.)

No. Predictor Variable Name o il b .
Group 1|Group 2
X9 | Total liabilities/Total assets TL/TA* 0.67 0.80 0.00
X10 | Current liabilities/Shareholders’ equity CL/SE 2,27 4.76 0.00
X11 | Current liabilities/Total liabilities (& g i 0.86 0.85 0.94
X12 | (Cash+Short-term investments)/ (Ca+STI) 0.11 0.05 0.00
Current liabilities /CL
X13 | (Receivables+Inventory)/Total assets (R+Inv)/TA[ 0.57 0.57 0.88
X14 | Receivables/Sales R/S 0.53. 0.40 0.10
X15 | Receivables/Inventory R/Inv 1.18 1.00 0.93
X16 | Shareholders’ equity/Total liabilities SE/TL 0.63 0.32 0.00
X17 | Shareholders’ equity/Total assets SE/TA 0.35 0.22 0.00
X18 | Current assets/Current liabilities CA/CL 131 1.07 0.00
X19 | Quick assets/Current liabilities QA/CL 0.70 0.57 0.00
X20 | Quick assets/Current assets QA/TA 0.37 0.36 0.73
X21 | Fixed assets/(Shareholders’ equiry+ FA/ 0.60 0.91 0.01
Long-term debt) (SE+LTD)
X22 | Fixed assets/Total assets FA/TA 0.22 0.24 0.63
X23 | Current assets/Total assets CA/TA 0.70 0.68 0.66
X24 | Cash/ Current liabilities Ca/CL 0.09 0.04 0.00
X25 | Interest expenses/Gross profit IE/GP -0.02 | -1.21 0.48
X26 | Sales/Cash S/Ca 3530 | 44.80 0.11
X27 | Sales/Total assets S/TA 0.93 0.70 0.00
X28 | Working capital/Total assets WC/TA 0.13 0.00 0.00
X29 | Paid in capital/Shareholders’ equity PIC/SE 0.53 0.86 0.00
X30 | Sales/Working capital S/WC 2.87 1.73 0.96
X31 | Retained earnings/Total assets RE/TA* 008 [ 0.03 0.00
X32 | Net income/Shareholders’ equity NI/SE 042 | -0.03 0.00
X33 | Net income/Sales NI/S 0.16 | -0.02 0.00
X34 | Net income/Total assets NI/TA* 0.13 0.00 0.00
X35 | Sales/Current assets S/CA 1.34 1.07 0.00
| X36 | Operational income/Sales or/s* 020 | 006 | 0.0
X37 | Operational income/Total assets QI/TA 0.17 0.03 0.00
X38 | Earnings before interest and taxes/ EBIT/IE -5.21 | 045 0.05
Interest expenses
X39 | Earnings before interest and taxes/Sales EBIT/S 0.52 0.10 0.00
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Table 1 (Cont.)

; . Financial Sfostiy; Moacs Sig.
No. Predictor Variable Name e of of Toain
Group 1|Group 2
X40 | Gross profit /Sales GP/S 0.27 0.15 0.00
X41 | Sales/Shareholders’ equity S/SE 332 4.68 0.05
X42 | Sales/Fixed assets S/FA 6.29 6.44 0.33
Note: *Final variables selected by SDA. Group 1: non-bankrupt company and Group 2: bankrupt company.
Table 2: Variables Selected with a Review of Studies Since 2000
No. Mentioned by
X1 | Grice and Dugan (2001), Brabazon and Keenan (2004), Sun and Shenoy (2007), Chaudhuri
and De (2011), Lin et al. (2011) and Sun and Li (2011).
X2 | Etemadi et al. (2009) and Min and Jeong (2009).
X3 | Gestel et al. (2010), Andrés et al. (2011) and Xiao et al. (2012).
X4 | Sun and Shenoy (2007), Chaudhuri and De (2011) and Chen et al. (2011).
X5 | Tseng and Hu (2010), Chaudhuri and De (2011) and Chen (2012).
X6 | Ding et al. (2008), Martens et al. (2008) and Etemadi et al. (2009).
X7 | Etemadi et al. (2009), :
X8 | Etemadi et al. (2009).
X9 | Min and Lee (2005), Shin et al. (2005), Bhimani et al. (2009) and Mokhatab et al. (2011).
X10 | Wu et al. (2007), Chaudhuri and De (2011), Sun and Li (2011) and Xiao et al. (2012).
X11 | Min and Lee (2005) and Etemadi et al. (2009).
X12 | Sun and Shenoy (2007), Chen et al. (2011), Lin et al. (2011) and Sun and Li (2011).
X13 | Etemadi et al. (2009).
X14 | Grice and Dugan (2001), Min and Lee (2005), Wu et al. (2007) and Min and Jeong (2009),
Chaudhuri and De (2011), Chen et al. (2011) and Lin et al. (2011).
X15 | Sun and Shenoy (2007) and Etemadi et al. (2009).
X16 | Grice and Dugan (2001), Ding et al. (2008), Martens et al. (2008), Tseng and Hu (2010),
Andrés et al. (2011) and Lin et al. (2011).
X17 | Brabazon and Keenan (2004), Min and Lee (2005), Sun and Shenoy (2007), Chen et al.
(2011), Lin et al. (2011) and Mokhatab et al. (2011).
X18 | Wu et al. (2007), Etemadi et al. (2009) and Xiao et al. (2012).
X19 | Brabazon and Keenan (2004), Koh and KeeLow (2004) and Etemadi et al. (2009).
X20 | Brabazon and Keenan (2004), Wu et al. (2007), Chen et al. (2011), Mokhatab
etal. (2011) and Sun and Li (2011).
X21 | Min and Lee (2005), Shin et al. (2005), Ding et al.(2008), Mokhatab et al. (2011) and Sun
and Li (2011).
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Table 2 (Cont.)
No. Mentioned by
X22 | Ding et al. (2008), Etemadi et al. (2009), Chen et al. (2011) and Andrés et al. (2012).
X23 | Grice and Dugan (2001), Martens et al. (2008), Lin et al. (2011) and Sun and Li (2011).
X24 | Koh and KeeLow (2004), Etemadi et al. (2009) and Mokhatab et al. (2011).
X25 | Etemadi et al. (2009) and Chen et al. (2011).
X26 | Etemadi et al. (2009) and Andrés et al. (2012).
X217 | Ding et al.(2008), Chen et al. (2011), Sun and Li (2011) and Wu et al. (2007).
X28 | Andrés et al. (2012), Chen (2011) and Etemadi et al. (2009).

X29 | Wu et al. (2007), Ding et al. (2008), Martens et al. (2008), Lin et al. {2011) Sun and Li
(2011), Chen (2012) and Xiao et al. (2012).

X30 | Brabazon and Keenan (2004), Etemadi et al. (2009) and Lin et al. (2011).

X31 | Brabazon and Keenan (2004), Min and Lee (2005), Etemadi et al. (2009) and Chen (2011).
X32 | Etemadi et al. (2009), Chaudhuri and De (2011), Chen et al. (2011) and Andrés et al. (2012).
X33 | Brabazon and Keenan (2004), Tseng and Hu (2010), Chen (2011) and Xiao et al. (2012).

X34 | Grice and Dugan (2001), Wu et al. (2007), Ding et al. (2008), Tseng and Hu (2010) and Lin
etal (2011).

X35 | Martens et al. (2008), Etemadi et al. (2009), Min and Jeong (2009), Linetal. (2011) and Sun
and Li (2011),

X36 | Min and Lee (2005), Wu et al. (2007), Ding et al. (2008), Chen (2011), Mokhatab et al.
(2011) and Sun and Lee (2011).

X37 | Min and Lee (2005), Wu et al. (2007), Chen (2011), Mokhatab et al. (2011), Sun and Li
(2011) and Tseng and Hu (2010).

X38 | Shin et al. (2005), Sun and Shenoy (2007), Min and Jeong (2009), Lin et al. (2011) and Chen
(2012).

X39 | Brabazon and Keenan (2004), Etemadi et al. (2009), Min and Jeong (2009), Chaudhuri and
De (2011) and Chen (2011).

X40 | Ding et al.(2008), Etemadi et al. (2009) and Chen (2011).
X41 | Sun and Shenoy (2007), Etemadi et al. (2009) and Chen et al. (2011).

X42 | Sun and Shenoy (2007), Ding et al. (2008), Martens et al. (2008), Chaudhuri and De (2011)
and Lin et al. (2011)

Variables selection process in this study has been based on both—future selection
techniques and also done experimentally. In this process, three stages have been employed.
At first, 42 variables, as shown in Tables 1 and 2, were chosen after reviewing the literature
dealing with corporate failure. Then variables that potentially had the ability of predicting
corporate failure in the model were selected by T-test (see Table 2). Eventually, final variables
were defined by SDA (total liabilities to total assets (x,), retained earnings to total assets
(x,,), operational income to sales (x,) and net income to total assets (x,,) are selected as
financial ratios).
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Model Development
Cross-Validation

The cross-validation is the standard methodology of data mining that is implemented to
evaluate and compare learning algorithms. It splits data into two main subdivisions: test and -
training set. In K-fold cross-validation, firstly, the dataset is spilt into subsets of approximately,
or exactly the equal size and then iterations of training and test are performed. In every
iteration, a variant fold of the data is heldout for validation while the rest are applied for
learning (see Figure 2). Using fold cross-validation, all observations are utilized for both
training and test sets (Alpaydin, 2010) is often 10 or 30 (in this research K = 10)

Figure 2: Three Steps of Tenfold Cross-Validation

A A /A
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Particle Swarm Optimization (PSO)

PSO method was first presented by Kennedy and Eberhart in 1995. It is one of the techniques
of meta-heuristic algorithms. This technique is inspired by social relationships and
interactions of a mass movement of birds or fishes in the sea. Swarm in PSO includes a
collection of members that each member is called a particle in the population. In this, the
technique used is ghest neighborhood topology concept. In PSO, each member of the population
has one velocity (shift), the corresponding moves in the search space. Each particle recalled
its previous best position and the best position for each particle in the population. In other
words, each particle moves in the direction of its best previous position and towards the best
particle. Suppose that search space of issue is D-dimensional space, i* member of swarm is
indicated with D-dimensional vector and is shown below:

X, = 65,50 )
The velocity each particle is represented as follows:
Vi= v envp)

The best solution that is achieved by each particle is called personal best or pbest and the
best solution obtained by any particle in the neighborhood is called general best or gbest, and
n shows the number of iterations and finally population move in accordance with the following
equation:
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n+l

vig = wwjy +cprf (pbestiy —xiy) + c,17 (ghesty —xi4)

n+l _ n n+l
Xig =X +Vy

) 1 ; .
where v} : Current velocity, ¥i4 : Modified velocity

d=1,2,..i=1,2,.., N (N is the total number of companies)

Also W is called inertia weight that is an indicator of the convergence behavior of this
proposed algorithm. ¢, and ¢, are two positive and constants coefficients that are called
cognitive and social parameters, respectively. ¢, and c, are random numbers in the range of
(1,0) with the uniform distribution and n = 1, 2, ... specifies the number of iterations. Inertia
weight achieved by the following equation: '

(Wogy = Wi ) X T

W=w__ -
- iTer,,
where
w, : Initial rate of inertia weight;
X
w_ : Final amount of inertia weight;

iter : Maximum number of iterations; and

n : The current iteration number.

The pseudocode of the PSO algorithm is given in Figure 3.

Figure 3: The Pseudocode of the PSO Algorithm

For each particle
Initialize particle
End For
Do
For each particle

Calculate fitness value of the particle

[*updating particle’s best fitness value so far)*/
If is better than
set current value as the new
End For
[*updating population’s best fitness value so far)*/
Set to the best fitness value of all particles

For each particle
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Calculate particle velocity according Equation (1)
Update particle position according Equation (2)
End For
While maximum iterations OR
minimum error criteria is not attained

Classification and Regression Tree (CART)

Classification and Regression Tree (CART) is a classification method which applies historical
data to build decision trees. Then decision trees are used to classify new data by a set of
questions which splits the training sample into smaller and smaller parts. This algorithm
searches for all possible variables and all possible values. The question is that divide the data
into two parts with maximum homogeneity, as can be seen from Figure 4. Then the process is
repeated for each of the resulting data fragments (Timofeev, 2004).

Figure 4: Estimates — Smallest Trees by CART Algorithm
xn‘& Xu‘m x“(-om x"‘w
Non-bankrupt  Bankrupt Non-bankrupt Bankrupt
No. train data =130 No. test data =15 No. train data = 131 No. test data = 14
4 Cp.train data = 99.23% Cp. test data = 13.33% A Cp. train data = 100.00% Cp. test data = 92 86%
No. mles=2,  Height=1 No.ndes=2,  Height= 1

Support Vector Data Description (SVDD)

The SVDD is a one class classification technique that evaluates the distributional support of
a dataset. A flexible closed boundary function is applied to separate trustworthy data on the
inside from outliers on the outside. The main aim of SVDD is to find a minimum sphere with
all the objective samples and none of the nonobjective samples (Tax and Duin, 2004; and
Gorgani et al., 2010). The sphere is characterized by its center a and its radius R, as shown in
Figure 5.

Results and Discussion

Tables 3 and 4 show the result of CFP by PSO, CART and SVDD for holdout data. Since the
error rate of the algorithm PSO and CART are not normally distributed, we used a
nonparametric test for comparison. To evaluate the significant differences between the
algorithms of this study, we used the McNemar test at 5% statistical significance level.
Table 5 shows the results of the McNemar test. As shown in Table 5, PSO outperforms CART
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Figure 5: Sphere is Specified by Center and Its Radius R
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and SVDD at 5% statistical significance level. PSO does not significantly differ from CART,
but due to lower average error rate, PSO is more efficient than CART; in addition, PSO and
CART significantly perform SVDD. These results were also confirmed by performing a
Wilcoxon test. The results are presented in Tables 3, 4 and 5.

Table 3: The Detailed Results Obtained by PSO via Tenfold Cross-Validation
Fold Accuracy (%) Type I Error (%) Type 11 Error (%)
1 100 100 0 0 0 0
2 100 100 0 0 0 0
3 100 99.23 0 1.54 0 0
4 100 100 0 0 0 0
5 100 100 0 0 0 0
6 100 100 0 0 0 0
7 92.86 100 20 0 0 0
8 100 100 0 0 0 0
9 100 100 0 0 0 0
10 100 100 0 0 0 0

Average 99.29 99.92 2 0.15 0 0
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Table 4: Results Obtained by Different Classifiers

—

Classifier Accuracy (%) Type 1 Error(%) Type 11 Error(%)
PSO 99,29 2 0
CART 98.62 2.5 0
SVDD 91.19 1.25 16.31
Note: The best value is shown in bold.

Table 5: McNemar Values for the Pair-Wise Comparison of Performance

CART SVDD
PSO -0.272 -2.279
CART - -2.153

Note: P-value < 0.05.

Conclusion

In this paper, we considered 42 financial variables that were proposed in literature. We applied
SDA technique and identified four effective financial ratios—total liabilities to total assets,
retained earnings to total assets, operational income to sales, and net income to total assets.
Using these variables, the models were developed. Particularly, this study utilized a tenfold
cross-validation. The average accuracy of PSO models for holdout sample was 99.29%. In
addition, accuracy of PSO model was higher than the other two methods and for this specific
set of data, the best fit was obtained with the PSO. The second best fit was presented by the
CART model. The SVDD model had lower correct classification fit for bankruptey prediction.
Also, the results from McNemar and Wilcoxon tests at 5% statistical significance level
demonstrate that PSO and CART are significantly different from SVDD and they can present
a better prediction model than SVDD.

For further research, we propose a combined model. In this model, we can apply more than
one algorithm and create a stronger and more robust model. It is also recommended that for
identifying variables, data mining techniques like decision tree can be used. In addition,
researchers can also focus on both of potential nonfinancial and financial indicators. @
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