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Stochastic Finite-Fault Modeling of Strong Ground Motions from the

26 December 2003 Bam, Iran, Earthquake
by Jafar Shoja-Taheri® and Hadi Ghofrani

Abstract On 26 December 2003, a destructive earthquake with an estimated
M, 6.5 occurred in southeastern Iran, causing extensive destruction in the city of
Bam and its vicinity. The source of this shock was reported to have had a right-lateral
strike-slip mechanism, and it initiated in a blind fault in the north—south direction. A
regional network consisting of 23 strong motion stations (SSA-2 accelerographs) re-
corded the earthquake. The stations, located within 1-290 km of the epicenter, re-
corded peak ground accelerations between 0.01 and 0.99g. We employed the
stochastic finite-fault method to simulate the recorded strong ground-motion data.
The simulation is carried out using the Finite-Fault Simulation code (FINSIM) pro-
gram (Beresnev and Atkinson, 1998a), which combines the stochastic ground-motion
modeling technique with the kinematic model of rupture propagation. The fault is
modeled as a rectangular plane with its area inferred from the distribution of the re-
corded aftershocks. The optimal size of the subfaults is selected as a function of the
earthquake magnitude. Spectral analysis of the data indicates that the best match be-
tween the simulated and the observed spectra occurs for a radiation strength-factor of
1.6 and an average stress-parameter of 50 bars. The simulated peak amplitudes are in
good agreement with the observed peaks. The observed and simulated spectra show a
good agreement within the intermediate- and high-frequency ranges (=1 Hz) at all
stations. However, at low frequencies, the recorded amplitude spectra are generally
larger at most stations. This can be viewed as the limitation of the homogeneous half-
space medium included in the simulation model to generate surface waves, which are
generally observed on real accelerograms. Similar to the recorded data, the simulated
records at the stations north of the source show larger peaks with shorter durations as
compared with those south of the source. The simulation technique used in this study
reproduces the effect of source directivity: a large and relatively long-period pulse
arriving shortly after the onset of the P-wave at the Bam station.

Introduction

The Bam earthquake, one of the most destructive earth-
quakes in Iran’s recorded history, occurred in the south-
eastern part of Iran at 01:56 UTC (05:26 local time) on
26 December 2003. The United States Geological Survey
(USGS, http://earthquake.usgs.gov/) reported the epicenter
at 29.004° N, 58.337° E, with a depth of 10 km and
M., 6.6. Using the recorded accelerograms (from the Build-
ing and Housing Research Center of Iran), the epicenter was
located at 29.05° N, 58.37° E. According to several reports
(e.g., Yamanaka, 2003; Yagi, 2003), the fault-plane solution
of the mainshock and the spatial distribution of its after-
shocks imply that this earthquake was produced by a right-
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lateral strike-slip fault with north—south strike and 88° dip to
the west. This earthquake demolished more than 70% of the
buildings in the city of Bam and its vicinity. It caused a death
toll of more than 40,000 and injured about 30,000, as
estimated by the local government (Statistics Center of
Iran, 2004). The well-known historical citadel Arg-e-Bam,
which is the biggest adobe structure in the world, was also
severely damaged. An investigation of the recorded after-
shocks (Nakamura et al., 2004) showed that the hypocenters
were distributed linearly over a 20 km long line, about
3.5 km west of the previously mapped Bam fault, extending
from the south of Bam to the heavily damaged area in the
eastern part of the city (see figure 1 of their article). The area
of damage was relatively small for an earthquake of this size
and was highly concentrated within the city of Bam and
its vicinity.
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The most distinctive feature of the accelerograms re-
corded at the Bam site is the large and relatively long-period
pulse recorded shortly after the P-wave arrival. This pulse of
motion, which was the main cause of the extensive damage,
represents the cumulative effect of nearly all of the seismic
radiation energy from the fault rupture that nucleated at a
point about 5 km south of the city and propagated northward
(Shoja-Taheri et al., 2005).

In the present study, we compute synthetic accelero-
grams for the Bam earthquake using the stochastic finite-
fault technique. Our primary goal is to investigate the source
parameters of this earthquake in some detail by matching the
synthetic data with the general features of the recorded ac-
celerograms. In addition, we want to see if this technique is
also capable of reproducing the long-period pulse-shaped
waveform recorded at the Bam station. Finally, we compare
the synthetic peak ground accelerations (PGAs) with those
predicted by the attenuation relation for the east-central re-
gion of Iran for M, 6.5 (Shoja-Taheri et al., 2005).

The simulation method used in this study is the stochas-
tic finite-fault technique of Beresnev and Atkinson (1997,
1998a). In this method, the finite source is represented by
a rectangular plane, subdivided into subfaults. Each subfault
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is treated as a point source and radiates an w-squared spec-
trum. The ground motion at an observation point is obtained
by summing the contributions of several subfaults. A simple
kinematic model (Hartzell, 1978) is used to simulate the rup-
ture propagation, which is assumed to start at the hypocenter
and propagate out radially. Propagation effects are modeled
by using the observed regional ground-motion amplitudes
and durations as functions of distance.

Strong Motion Data

The data consist of 46 horizontal records obtained from
a regional network of 23 three-component accelerograph
stations (SSA-2) installed by the Iranian Strong Motion Net-
work (ISMN) and maintained by the Building and Housing
Research Center (BHRC; http://www.bhrc.gov.ir). The sta-
tions were located within 1-290 km of the epicenter. They
recorded PGAs between 0.99 and 0.01g (see table 2 of Shoja-
Taheri et al., 2005). The recording stations, epicenter, and
focal mechanism of the earthquake are shown in Figure 1.

The accelerograms were processed following the meth-
od used by Shoja-Taheri and Anderson (1988). The un-
corrected data were originally digitized at the rate of
200 samples per second, but we processed the data at the
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Figure 1. Regional map showing the epicenter (star) of the 2003 Bam earthquake and the recording stations (filled squares) used in this

study. The focal mechanism of the mainshock is also shown.



1952

rate of 100 samples per second. The accelerograms were
passed through a four-pole high-pass zero-phase butterworth
filter with corner frequency of 0.125 Hz.

Modeling Parameters

In the method of Beresnev and Atkinson (1997, 1998a),
modeling of the finite source requires the orientation and di-
mensions of the fault plane, the dimensions of subfaults, and
the location of the hypocenter. The parameters used in this
study are listed in Table 1. Orientation of the fault model
is derived from the focal mechanism of the 2003 Bam main-
shock, reported by Yamanaka (2003). Dimensions of the
fault were chosen based on the spatial distribution of the
aftershocks, recorded during the first two days after
the earthquake (IIEES, 2003). The subfault size is one of
the most crucial parameters used in almost all simulation
techniques. It is shown to increase linearly with moment
magnitude M (Beresnev and Atkinson, 1999):

LogAl = —2.08 4+ 0.416M 4<M<8), (1)
where Al is the subfault size in kilometers. As indicated by
Beresnev and Atkinson (2002), this relationship reduces the
epistemic uncertainty by empirically constraining the sube-
vent size, leaving only aleatory uncertainty due to the event-
to-event scatter about the mean. We set the subfault size to
the precise size of 5 km in order to make the simulation rea-
sonably independent of the subfault size (Beresnev and
Atkinson, 1998a). The corner frequency of the radiated
w-square spectrum (f.) and the corresponding subfault mo-

Table 1

Modeling Parameters

Parameter Parameter Value

strike 178°; dip 85°

Fault orientation

Fault dimensions along strike and dip 20 by 15 km
Fault depth range 0-15 km
Mainshock moment 6.3096E+25 dynecm
Subfault dimensions 5 by 5 km
Stress parameter 50 bars
Radiation strength factor 1.6

Subfault moment 9.3750E+24 dyne cm
Number of subfaults 12
Subsources summed 6.7303 ~ 7
Subfault rise time 0.9470 sec
Subfault corner frequency 0.3953 Hz
Duration (7';) Ty + 0.05R

of) 35273102
Geometrical spreading (1/R), R <100 km
(100R)~"/2, R > 100 km
Saragoni-Hart
x values per second

Windowing function
High-cut filter

Crustal shear-wave velocity 3.3 km/ sec
Rupture velocity 0.8 x (shear-wave velocity)
Crustal density 2.7 g/cm?
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ment (mg) are derived from the subfault size:

_ (yz/mB
fe=""x" )
my = AcAP, (3)

where [ is the shear-wave velocity, y is the ratio of rupture
velocity to 3, normally set to a value of 0.8, and z is the
product of strength factor (sfact) and 1.68, a value that holds
for a standard rupture. The parameter sfact controls the am-
plitudes of the radiation at frequencies larger than the corner
frequency of the subfaults and has been linked to the max-
imum velocity of slip on the fault (Beresnev and Atkinson,
1998a). A value of sfact equal to 1.0 corresponds to a slip
with moderate rupture velocity. We tested different values of
sfact in the range 0.4-2.0 and found that the best match be-
tween simulated and observed spectra was obtained for
sfact = 1.6. In equation (3), Ao is a stress parameter, or
a coefficient relating subfault moment to its size. This para-
meter controls each subfault moment and also the total mo-
ment summed over all subsources. As recommended by
Beresnev and Atkinson (1997) to avoid an inadequate num-
ber of active subsources, the stress parameter is set to a value
of 50 bars, the average static stress drop as introduced by
Kanamori and Anderson (1975).

In the simulation, the effects of the propagation path
are modeled using geometrical spreading, anelastic, and
near-surface attenuations. For geometrical attenuation we
assumed the spreading factor of R~ for distances up to
100 km, to account for the expected amplitude decrease
of body waves, and R~ for distances larger than 100 km,
to account for surface waves (Herrmann and Kijko, 1983).

Attenuation of pseudoacceleration response spectra of
horizontal records is estimated at particular frequencies in
the band 0.25-8.0 Hz. This allows for finding the spectral
amplitude decay associated with the assumed bilinear form
of geometrical spreading. Following Atkinson and Mereu
(1992), we tested all possible combinations of the attenuation
parameters, by generating random numbers bounded by the
physical ranges for each of them, and then searched for the
combination that minimizes the average residual errors (see
Shoja-Taheri et al., 2007). The frequency-dependent anelas-
tic coefficient, k, is related to the quality factor, Q, by

o = log(e)r/]
k(f)s -

Based on the estimated values of k, the mean fre-
quency-dependent quality factor of Q(f) = 352.73 +
0.87 105240028 j5 gbtained (Fig. 2). In this figure, the regio-
nal mean Q~'-values determined in this study are shown as
open squares, and the best-fit curve to these values is shown
as a dotted line.
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Figure 2. Regional mean Q~'-values (squares) determined in

this study from analyzing pseudoacceleration response spectra. Bars
are indicating +1 standard deviations of the mean values at each
frequency. The best-fit curve determined in the present work has
been shown as a dotted line.

High-frequency amplitudes are reduced by near-surface
attenuation through the x operator (Anderson and Hough,
1984). The spectrum is multiplied by the factor exp(—mxf),
where x is the near-surface spectral decay parameter. We
used the x values evaluated by Shoja-Taheri et al. (2005)
from the spectra of the horizontal accelerograms recorded
during the Bam earthquake. As depicted in Figure 13 of their
article, x values generally increase with distance R as k =
0.00023R + 0.035.

The duration model has the following form:

T'=T,+ bR, €]

where T is the source duration (f, = 1/T is the corner fre-
quency of the Brune [1970] model) and R is the hypocentral
distance. For the distance-dependent term, we used b = 0.05
(Herrmann, 1985).

Reliable simulations of ground-motion amplitudes
require that the site response at each recording station be
taken into account. To estimate the site amplification at
each station, we used both the standard spectral ratio
(SSR) (Borcherdt, 1970) and the horizontal-to-vertical ratio
(H/V) techniques (Nakamura, 1989). Following Jarpe et al.
(1988), the relative site response, corrected for the different
attenuation and geometric spreading for sites 1 and 2, is
given by

S1_ 9160 nir—rp/s0. (5)
Sy 92G(r2)

In this equation, S;/S, is the “true” site response or the ratio
between the horizontal amplitude spectrum at a soil site (S)
and that of the corresponding spectrum at the rock site (S5),
g; 1s the smoothed average horizontal spectrum of the ground
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motion, G(r;) is the geometrical spreading factor, r; is the
hypocentral distance, f is the frequency, Q is the quality
factor, and [ is the shear-wave velocity. For the computation
of SSR, the bilinear model for geometric spreading was
included.

Among all the stations that recorded the Bam earth-
quake, Rayen is the only station located on rock (see figure 1
and table 2 of Shoja-Taheri et al. [2005]). Therefore, site am-
plifications at all other stations were estimated by comparing
their recorded spectra with the spectra recorded at the Rayen
site. Figure 3 shows the results of both the SSR and H/V tech-
niques. Previous results (e.g., Bard, 1998; Castro et al.,
2001) have shown that the H/V technique usually underes-
timates site amplifications. For this reason, we consider
the results given by SSR to be more reliable.

Results

Results of finite-fault simulations are validated against
the recorded horizontal accelerations and their corresponding
Fourier amplitude spectra. Figure 4 shows the horizontal
components of the recorded accelerograms and their corre-
sponding simulated time series. The simulated time series at
each station is a single random horizontal component. PGAs
are generally well reproduced. Figure 4 also shows the Four-
ier spectra of the simulated records (dark solid lines) together
with the observed average spectra (dotted lines). We have
limited our analysis to the frequency band of 0.25-8.0 Hz
to avoid signal-to-noise ratios greater than three. The ob-
served and simulated spectra show a good agreement within
the intermediate- and high-frequency ranges (>1 Hz) at all
stations. At low frequencies, the recorded amplitude spectra
are generally larger at most stations. This can be explained
by the fact that the homogeneous half-space medium in-
cluded in the simulation model could not generate surface
waves, which are generally observed on real accelerograms.

The distinctive feature of the time histories recorded at
the Bam site is the relatively long-period pulse-shape wave-
form, which was recorded shortly after the onset of P wave
(Figs. 4 and 5). Propagation of a rupture toward a site at a
velocity that is almost as large as the shear velocity causes
most of the seismic energy from the rupture to arrive in a
single large pulse of motion that occurs at the beginning
of the record (Somerville ez al., 1997). The energy in this
pulse of ground acceleration accounts for almost all of the
seismic energy generated on the entire fault. In addition,
the radiation pattern of shear dislocation on the fault causes
this large pulse of motion to be oriented in the direction per-
pendicular to the fault (Aki and Richards, 1980). Forward
rupture directivity effects occur when two conditions are
met: the rupture front propagates toward the site, and the di-
rection of slip on the fault is aligned with the site. In the case
of strike-slip faulting, the conditions for generating forward
rupture directivity are met where the fault slip direction is
oriented horizontally along strike, either unilaterally or bilat-
erally (Somerville and Grave, 1993; Somerville et al., 1997).
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Figure 3. Comparison between site amplification factors at the 23 stations that recorded the Bam earthquake, estimated by H/V (gray

lines) and SSR (dark lines) techniques.

In the case of the Bam earthquake, it is believed (Shoja-
Taheri et al., 2005) that the rupture was nucleated in the blind
fault about 5 km south of the city of Bam and propagated

a long-period pulse at this station. As shown in Figure 5,
the waveform synthesized by the simulation for this site re-
sembles the effect of observed directivity in both amplitude

northward, passing the Bam site where it was recorded as and period.
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Figure 4.

Recorded and simulated accelerograms with their corresponding peak values (cm/ sec?). The dotted line is the average Fourier

amplitude spectrum of the observed horizontal components, and the dark solid line is the acceleration spectra calculated from the simulated
time histories. The two upper traces are the observed horizontal accelerations, longitudinal and transversal components, respectively.
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Figure 4. Continued.

The model bias is commonly defined as the mean of mean, the 95% confidence limit, and the standard deviation
the ratio between the simulated and the observed Fourier  estimated for different spectra are shown in Figure 6. The
spectra, taken over all stations (Abrahamson et al., 1990; standard deviation provides a measure of the prediction un-
Schneider et al., 1993; Atkinson and Boore, 1998). The certainty for individual stations, while the confidence limit
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5 sec

Figure 5.

Observed (strike normal and strike parallel) and synthetic time series at the Bam site. As shown, the relatively long-period

pulse shape of about 2 sec is visible on the simulated record. The peak values are also shown for comparison between the synthetic and
recorded records. Velocity and displacement records are obtained by integrating the acceleration time series.

gives an estimate of prediction uncertainty bias of the model
(Beresnev and Atkinson, 1998b). It is observed that the mean
ratio of the simulated to the observed spectra is not signifi-
cantly different from unity at frequencies larger than 1 Hz.

Figure 7 shows ratios of the synthetic PGA and the ob-
served geometric mean of the horizontal components versus
epicentral distances for all stations. Figure 8 depicts the cor-
responding ratios of peak spectral acceleration values for the
periods of 0.125 and 2.0 sec. The close agreements between
the observed and synthetic ground motions indicate that
the attenuation model and the mean amplification factors
employed in the simulation have been well estimated. Un-
certainties in predictions at individual sites are shown in
Figure 9.

Attenuation Relations of the
Synthetic Ground Motion

Relations describing peak ground motions and response
spectral amplitudes as functions of earthquake magnitudes
and distances are essential in the assessment of earthquake
hazard analyses. For large magnitudes there are not many
motion data near the source. The recorded motion at the
Bam site could provide a significant contribution to modifing
attenuation relations at near source distances. The large
peaks at the Bam site lead to significant differences between
the attenuation curves developed by adding the Bam earth-
quake data (Shoja-Taheri et al., 2005) and those previously
developed for the east-central region of Iran for M, 6.5
(Shoja-Taheri, 2002). However, it should be noted that
the comparison between the relations will be justified only
when the effect of source directivity at the Bam site is re-
moved from the recorded motions.

To compare the attenuation of the synthetic ground
motions with the attenuation relation for the region (Shoja-
Taheri et al., 2005), we simulated accelerograms for nearly
5000 nodes in a mesh covering the area shaken by this earth-
quake. We assumed that all the stations in the area are located
on rock. We fitted the simulated PGAs using

log(Y) = C; + C,1log(R) + C3R + 0,
R = (x> 4+ h?)12, (6)
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Figure 6. Model bias showing the ratio of the simulated to the
observed spectra averaged over all stations (filled squares in Fig. 1).
The observed spectrum at each site is calculated as the geometric
average of spectra of two horizontal components. Bars show +1
standard deviations
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Figure 7. Ratio of simulated to observed (average of two hori-
zontal components) PGA as a function of epicentral distance.

Here Y is the peak value of ground motion, x is the nearest
distance to the fault surface, # = 5.0 km is a fictitious depth
that was selected for the Bam data to be consistent with the
shallow depth of about 5 km inferred (Shoja-Taheri ef al.,
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Figure 9. Uncertainties in predictions at individual sites. The
filled symbols are mean values for the frequency range of 0.25—
8.0 Hz, and the bars are £1 standard deviation of averaged ratios
of observed to synthetic spectral amplitude versus epicentral dis-
tance at the 23 examined stations.

2005), o is the standard error of regression, and C;, C,, and
C; are the coefficients to be determined by the regression.
The estimated coefficients are listed in Table 2. The standard
deviation, o, is estimated to be 0.10. In Figure 10, the syn-
thetic peaks for distances between 1 and 60 km from the epi-
center are plotted. The peaks are compared with the 50%
PGA prediction curve by Shoja-Taheri et al. (2005) for
M., 6.5 (dotted line). The prediction curve derived from syn-
thetic data is shown with a solid line. Despite the simplicity
of the model, there is consistency between the synthetic and
the observed ground-motion relations (Table 2). At the near
source distances, the synthetic peaks at the nodes north of
the epicenter are noticeably larger than those at the south-
ern nodes. These differences decrease gradually with the in-
creasing epicentral distances. We interpret this observation
as the effect of the northward rupture propagation during
the earthquake.

Conclusions

Horizontal ground-motion accelerograms of the M, 6.5
2003 Bam, Iran, earthquake were simulated using the
stochastic finite-fault modeling technique (Beresnev and
Atkinson, 1997, 1998a). The results show the good agree-
ment between the simulated and the observed peak ampli-
tudes (Fig. 7). Also, the ratio of the simulated to the
observed spectrum in the used frequency range, averaged
over all recording sites, is not significantly different from
the unity within the 95% confidence interval (Fig. 6). How-
ever, the homogeneous half-space medium assumed in the
simulation model limits the generation of surface waves that
are generally observed on the real accelerograms. This
causes the recorded amplitude spectra at low frequencies
to generally be larger than those spectra produced by the
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Comparison between the 50% PGA prediction curve derived by Shoja-Taheri ef al. (2005) for the east-central region of Iran

for M, 6.5 (dotted line) and the attenuation curve derived from the synthetic data (solid line). The square and plus symbols are the synthetic
and the observed peaks, respectively, at the 23 recording sites. The small circles show only those synthetic data within the distances close to
the epicenter. It is noteworthy that at the near source distances the synthetic peaks at northern points of the epicenter are noticeably larger than

those at the southern points.

simulation at most stations. Because of the existence of
small-scale heterogeneities in the earthquake source process
and crustal properties, the effects of source radiation and
wave propagation become increasingly incoherent at short
periods. Therefore, it is difficult to determine the effects
of small-scale heterogeneities of the path and the source
when the simulation technique is used in the range of high
frequency. The model was tested with different slip distribu-
tions that are reported from teleseismic observations and also
with the random generation of moment distributions with
varying nucleation points. The best match between the simu-
lated and observed spectra is obtained when the hypocenter
is set at the middle of the main fault with random distribution

Table 2

Comparison between Synthetic and Observed
Ground-Motion Relations

Parameter C, C, Cy
Observed PGA 3.539 -1 —0.00040
Synthetic PGA 3.460 -1 —0.00048

+0.004  (Fixed) £2.25E—005

of slip. The adopted model was able to reproduce the effect
of near-field directivity, which is observed as a long-period
pulse of ground motion at the Bam site (Fig. 5). This effect is
also noticeable when the comparison is made between the
synthetic peaks at the points near and on the opposite sides
of the epicenter. The simulated acceleration spectra at the
individual stations show large errors. These errors result
from the uncertainties in the estimation of mean transfer
functions and other factors such as surface topography or
complexity of the source. The attenuation curve of the syn-
thetic peaks at dummy stations shows good agreement with
the empirical curves (Fig. 10).
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