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a b s t r a c t

In the present study, we investigate the characteristics of thermal cavities in the rarefied flow regime
using the Direct Simulation Monte Carlo (DSMC). We use a recently developed iterative technique to
impose a desired wall heat flux boundary condition in the DSMC algorithm. Fluid mechanics and heat
transfer behavior are studied over the walls and in the domain of the thermal cavity over a wide range of
Knudsen number in the slip and transition regimes. The vortice behavior is described at different
Knudsen numbers in detail. We numerically justify unconventional flow movement from the cold region
to the hot region. Finally, we consider the effects of molecular structural parameters such as molecular
mass and degree of freedom on the thermal behavior of the thermal cavity flows.

© 2014 Elsevier Ltd. All rights reserved.
1. Introduction regime (0.1 < Kn < 10), and free molecular regime (Kn � 10). Direct
In recent years, small-scale electromechanical systems have been
widely employed in many practical applications including mechan-
ical and engineering biomedical devices. In this regards, a true un-
derstandingof thehydrothermal behavior of rarefiedflow is required
for an optimal design, operation, andmanufacturing of these devices
[1]. Advances in the development of high density power electronics,
heat recovery and high temperature power has led to the develop-
ment of high temperature heat exchangers (HTHE) with tempera-
tures as high as 2500K [2]. Investigating thermal conditions in small-
scale systems due to high power densities requires the application of
efficient techniques to predict allowable performance limits of these
systems [3]. As the gas density reduces, Knudsen number (Kn),
defined as the ratio of the mean free path of gas molecules to the
characteristic length of the flow domain, Kn¼ l/L, increases and the
flowanalysismust beperformedusing accurate approaches basedon
gas kinetic theory [4]. Awell-established classification of the gasflow
regimes exists according to Kn range [5]: continuum regime
(Kn < 0.001), slip flow regime (0.001 < Kn < 0.1), transition flow
: þ98 511 8763304.
i).
simulation Monte Carlo (DSMC) is widely employed to model flow
fields in all degrees of flow rarefaction [6].

The aim of this study is to simulate rarefied flow in thermal
cavity geometries with an imposed heat flux on the bottom wall.
This small-scale thermal cavity represents devices such as a Pirani
gauge [7] or a cantilever heater [8]. The rarefied gas flow behaviors
in the thermal cavity with constant wall temperature have been
studied in the literature. For example, Papadopoulos et al. [9] used
direct simulation Monte-Carlo method to study characteristics of
thermal creep convective motion in a rectangular geometry at
Kn ¼ 0.05. They found that a vortex is formed by thermal creep at
the non-isothermal boundaries; vortex formation was also
observed in the absence of gravity. Aoki et al. [10] used kinetic
theory to investigate the flow of a rarefied gas caused by a
discontinuous wall temperature in a two-dimensional square
container. The steady flow in the container was numerically
analyzed using the BhatnagareGrosseKrook (BGK) model of the
Boltzmann equation. They showed that, as the rarefaction effect
decreases, the maximum flow speed tends to approach a finite
value, but the region with appreciable flow shrinks to the points of
discontinuity. Therefore, the overall flow in the container vanishes
non-uniformly in the continuum limit. Sone et al. [11] introduced
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Table 1
Entry data for the numerical code.

Cell size
(m � 10�8)

Number of
particles in
each cell

Time step
(s � 10�12)

Number of
time steps
to steady
state
condition
(�10þ6)

Sample
size
(�10þ6)

Typical
test cases

1.67 20 1 8 160
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various kinds of flows induced by the temperature effects and
discussed their physical mechanisms in rarefied gases. They
demonstrated that a tangential temperature gradient along the
surface could induce the flow movement from the cold to the hot
region. This behavior was known as thermal creep that vanishes in
the continuum limit. Liu et al. [12] considered heat transfer in the
continuum and early transition regimes (Kn ¼ 0.2) in the vacuum
package Micro-Electro-Mechanical-Systems (MEMS) devices with
constant wall temperature. They concluded that, if the bottom plate
temperature partially increases, the gas temperature near the
bottom surface would be greater in comparison with the case
where the bottom plate temperature is increased uniformly. In
addition, they indicated that gravity in low-pressure MEMS pack-
aged devices has little effect on heat transfer. Cia et al. [13] analyzed
heat transfer effects in a vacuum package in the free molecular and
near continuum regimes. They simulated a square cavity where the
bottom plate represents a hot chip and the other plates were set at
room temperature. In the free molecular flow regime, the density
and temperature were surveyed with a proposed model. They
especially concentrated on the free molecular flow and proposed a
model that links the number densities reflected on and traveling
away from the walls. Rana et al. [14] studied the effects of rare-
faction on the heat transfer behavior of square cavity using the
regularized 13 moments (R-13) equations. The heat transfer was
compared between the classical NaviereStokes (NS) and R-13
equation with specified wall temperature (SWT) boundary condi-
tion at Kn � 0.5. They showed that the classical NS equations
overestimate the heat transfer in the MEMS packaged device.

In contrast to the NS equations, there is no classical way to
implement a specified heat flux distribution on the wall using the
DSMC method; however, some MEMS require the specified wall
heat flux boundary condition. In such engineering applications, a
specified wall heat flux is more common than a specified wall
temperature. For example, the Scienta Pirani gauge is divided into
two types [7]: constant resistance, and constant current. The con-
stant resistance type changes the supplied current to maintain the
resistance of the filament constant. In fact, the temperature varia-
tion is calculated according to changing resistance; therefore, we
can simulate this type with the SWT boundary condition. However,
it should be noted that this requires more complicated electronics
to be controlled. The other type, i.e., the constant current type, has a
power supply that provides a constant current to the filament
continuously. If we use a simple voltage control circuit, we will
obtain a constant power Pirani gauge; therefore, this type could be
simulated using the wall heat flux boundary condition.

To apply a specified wall heat in the DSMC method, Wang et al.
[15,16] introduced an inverse temperature sampling (ITS) tech-
nique. More recently, Akhlaghi et al. [17] introduced an iterative
technique to impose a desired (positive/negative) wall heat flux
boundary condition in the DSMC method. They validated their
technique for different sets of geometries. Our literature review
shows that previous simulations of rarefied thermal cavities were
based on specified wall temperature (SWT) boundaries [9e14].
Simulation of the cavity with wall heat flux boundary condition is
not reported in the literature. Therefore, in the current work, we
consider flow field and thermal behavior of a thermal cavity with
the constant wall heat flux boundary condition over awide range of
Kn, i.e., from the slip to themid transition regime, i.e., 0.05 < Kn < 3.
The effects of the cavity walls on vortices behavior is discussed in
detail. The heat flux and temperature distribution is connected to
vortice behavior. The shear stress behavior on the walls and in the
domain is considered with increasing Kn. We provide a physical
description for the flow and thermal field behavior in the thermal
cavity geometry. Finally, thermal analysis is presented for various
gas molecular structural parameters.
2. Numerical method

2.1. DSMC approach

The DSMC is a particle method based on kinetic theory for
simulation of rarefied gases. The method is carried out bymodeling
the gas flow using many independent simulator particles. More
details about the DSMC algorithm were given in Ref. [18]. In the
current study, we use and extend the previous codes of Roohi and
co-workers [19e26] to simulate rarefied flow in small-scale cav-
ities. More specifically, the numerical algorithm of the cavity solver
from Ref. [19] is upgraded to include the iterative technique. The
variable hard sphere (VHS) collision model is used as the collision
model in all simulations. Collision pairs are chosen based on the no
time counter (NTC) method, in which the computational time is
proportional to the number of simulator particles [18]. We use the
diffuse reflection model with full thermal accommodation for the
walls. To satisfy the size limitation, the cell dimensions in both
directions are 0.1l (m), and we set the time step equal to 1 �10�12

(s), smaller than the mean collision time. For a typical simulation,
twenty particles are initially set in each cell to minimize the sta-
tistical scatter. In Table 1, cell size, number of particles in each cell,
time step, number of time steps, and number of samples are
reported.
2.2. The iterative technique

The Iterative technique is a newly-developed method for
imposing a wall heat flux in the DSMC algorithm. This technique is
based on the correction of the wall temperature during the DSMC
simulation to obtain the desired wall heat flux. In this technique,
the wall temperature can be obtained from Ref. [17]:

TwðxÞnew ¼ TwðxÞold þ DTwðxÞ (1)

DTw(x) is defined as a correction value to the wall temperature
such that the iterative algorithm converges and the final wall
temperature distribution corresponding to the desired heat flux is
established. A positive wall heat flux indicates heat being trans-
ferred from the gas to the wall, i.e., a cooling process. On the other
hand, a negative value indicates that the wall is heating the gas. In
the iterative technique, the corrected wall temperature is
computed as follows:

TwðxÞnew ¼ TwðxÞold
�
1þ RF

qwðxÞ � qdesðxÞ
jqdesðxÞ þ 30j

�
(2)

In Eq. (2), qw is the wall heat flux, computed according to
Ref. [18], and 30 is a non-zero positive value that is negligible in
comparison to the incident energy flux. 30 is typically considered a
small non-zero value for adiabatic wall cases because Eq. (2) di-
verges if the desired heat flux (qdes) is set zero. RF is a relaxation
factor used to avoid divergence during running the program. This
amount is considered 0.03 in our simulations.



C D

B Ay

x

TsTs

Ts

qw

EL

L

Fig. 1. Geometrical configuration of the cavity.
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3. Results and discussion

The thermal cavity considered in this study is shown in Fig. 1.
The four corners of the cavity are denoted by A, B, C, and D. The heat
flux (positive/negative) is imposed on the bottom wall, and the
thermal condition of the three other walls is set as constant tem-
perature, TS ¼ 300 K. Heating and cooling processes have been
performed over a wide range of Kn in the slip and transition re-
gimes, i.e., Kn ¼ 0.05, 0.2, 0.5, 1 and 3.

We analyze monatomic argon and diatomic nitrogen molecules.
The gas properties are reported in Table 2 [18].

3.1. Grid size/time step independency test

To consider the effects of grid size on the accuracy of the solu-
tion, we considered three investigated grids at Kn ¼ 0.2: Grid 1
(72,000 particles in 60 � 60 cells), Grid 2 (200,000 particles in
100 � 100 cells), Grid 3 (450,000 particles in 150 � 150 cells)
keeping the number of particles per cell constant at 20. Our
simulation showed that the maximum difference between the
temperature distribution along line E (indicated in Fig. 1) from Grid
1 with that of Grid 3 did not exceed 0.4%. It should be noted that
other properties of the gas were also observed invariant with
respect to the grid refinement. Therefore, Grid 1 (60 � 60) was
selected for the simulations reported in this paper. We also tested
different time step sizes and observed that the changes in the
temperature distribution over line E using Dt ¼ 1 � 10�12 (s) and
Dt ¼ 1 � 10�13 (s) does not go beyond 0.5%. Consequently, a time
step of Dt ¼ 1 �10�12 (s) provides a time independent solution. For
full validation of the iterative technique, see Ref. [17].

3.2. Heat flux and thermal behavior

We employ the iterative technique to investigate the heat flux
and thermal behavior of the cavity. Fig. 2 shows temperature and
Table 2
Properties of gases.

Gas Diameter
(d � 1010 m)

Degrees of
freedom (z)

Molecular
mass
(m � 1027 kg)

Viscosity
index (u)

Nitrogen(N2) 4.17 5 46.5 0.74
Argon (Ar) 4.17 3 66.3 0.81
heat flux contours in the thermal cavities. The imposed heat flux
on the bottom wall was set equal to �5 (W/cm2). This value is
selected in such a way that sensible variations for the temperature
inside the investigated thermal cavity cases will be obtained. The
heat flux and temperature contours and lines reported in this
paper are normalized with respect to the desired heat flux
(qdes ¼ �5 W/cm2) and the wall constant temperature
(Ts ¼ 300 K), respectively.

Fig. 2 shows that by increasing Kn, the range of heat flux vari-
ation between the bottom and the top region decreases. In fact, the
increase of Kn results in a lower number of particles inside the
domain; therefore, intermolecular and molecule-surface interac-
tion frequency decreases, and penetration of the heat flux from the
bottom wall toward the inside of the domain weakens, and heat
transfer between adjacent layers reduces. A specified qy/qmax
moves far away from the bottom wall as Kn increases, for example
qy/qmax ¼ 0.8 is located between y/L ¼ 0.1 and y/L ¼ 0.15 along the
line E at Kn ¼ 0.05, whereas the location of the constant contour
increases to between y/L ¼ 0.3 and y/L ¼ 0.35 at Kn ¼ 3.

Fig. 2 shows the heat flux behavior directly affects the temper-
ature profiles. At a lower Kn, in contrast to the heat flux distribu-
tion, the range of temperature change is smaller. At lower Knudsen
numbers, intermolecular and surface-molecules interactions are
more frequent. Therefore, the molecules rapidly transfer the gained
energy from the bottom wall to the side and top walls, which are
the regions with minimum temperature in the cavity; as a result,
the range of the temperature variations reduces with the decrease
of Knudsen number.

In the next stage, we analyze the heat flux behavior over the
cavity surfaces. Once a particle collides with a surface, the energy is
transferred in the form of the heat and stress. The imposed heat
flux on the bottom wall causes increasing temperature inside the
domain, this heat flux transfers to the environment through the
other walls, i.e., the cooling process is performed by the side and
top walls. Fig. 3 shows the heat flux over the side walls and the top
wall for different Knudsen numbers. It is observed that the
maximum amount of the heat flux (for the cooling process) arises
on the bottom corners of the domain because the largest temper-
ature gradients occur in these regions. Fig. 3 demonstrates that the
amount of cooling reaches roughlyþ6W/cm2 on the bottom corner
of the side walls (B and A) at Kn ¼ 0.05. This amount is larger than
the imposed heat flux on the bottom wall. As these regions have
such a great rate of cooling, the amount of heat fluxes on the top
side walls (C and D) reaches nearly 0 W/cm2. When the bottom
corner of the side walls performs cooling duty, the upper side walls
have a smaller contribution in cooling at Kn ¼ 0. 05. As Kn in-
creases, due to the decrease of intermolecular and molecular-
surface interactions, the rate of cooling diminishes on the bottom
side walls; therefore, the cooling duty transfers to the upper part of
the cavity walls. As Fig. 3 shows, the heat flux on the top parts of the
side walls increases and the top wall (CD) contributes more in the
cooling process.

3.3. Vortices behavior of the thermal cavity

Fig. 4 shows the structure of flow vortices appearing in the
thermal cavity due to the bottom wall heating at different rare-
faction regimes. An arrow near to each case shows magnitude of
the velocity vectors. At Kn ¼ 0.05, only two vortices are observed
over the bottomwall, while the number of vortices increases to four
once Kn increases to 0.2. At Kn ¼ 0.2, however, the two vortices
located over the bottom wall are smaller than the corresponding
vortices at Kn ¼ 0.05 and the other two vortices appear adjacent to
the side walls. The vortices located near the bottom wall and side
walls rotate in opposite directions.



Fig. 2. Heat flux streamlines overlaid on contours of heat flux (right) and temperature (left) (a) Kn ¼ 0.05 (b) Kn ¼ 0.2 (c) Kn ¼ 1 (d) Kn ¼ 3.

Fig. 3. The heat flux over the top wall and side walls of the cavity.
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These “adjacent to the side walls” vortices are invigorated with
the increase of Kn, while the two other vortices over the bottom
wall weaken so that these two vortices disappear at Kn ¼ 3.
Fig. 4(a)e(c) demonstrates an unconventional behavior different
from our observation in the continuum regime, i.e., flowmovement
from the cold to the hot region over a very small section of the side
wall and the bottomwall. This behavior is known as thermal creep
[8,25,26].

Rana et al. [14] discussed this behavior and the induced
tangential velocity along the side wall using the regularized 13
moment equations (R-13) for Kn � 0.5 thermal cavity flows. They
concluded that this behavior results from the interplay of some
variables that can be described by the R-13 equations [14]. Ac-
cording to the R-13 equations, at small Knudsen numbers,
tangential velocity (wt) depends on two opposing contributions,
i.e., wtfð ffiffiffiffiffiffiffiffiffiffiffi

pq=2
p

stn � 0:2qtÞ, where q ¼ RT, T is the thermodynamic
temperature, R is the gas constant, qt is the tangential heat flux, and
stn is the shear stress. Fig. 5(a) and (b) shows these two terms
normalized with respect to

ffiffiffiffiffi
T0

p
s0ðs0 ¼ r0RT0Þ and the desired

heat flux (qdes), respectively, obtained from the current DSMC
simulations using microscopic definitions [18]. Fig. 5(c) shows the
tangential velocity from the current simulation. According to the
above equation, when the second term (qt) is greater than the first
one (

ffiffiffiffiffiffiffiffiffiffiffi
pq=2

p
stn), the tangential velocity is induced in the negative

y-direction over the side wall and via versa.
Fig. 5(d), wall temperature normalized with respect to the

maximum temperature inside the domain at each Kn, demon-
strates that sharp temperature gradient arises between the center
and the two corners of the bottomwall at lower Kn. This produces a
force that makes the flow move from the two corners to the center
of the bottom wall. The above-described phenomenon leads to the
formation of two large vortices over the bottom wall, see Fig. 4. At
Kn ¼ 0.05, according to Fig. 5(c), the consequence of the first and
second terms is a negative tangential velocity which covers the
larger part at the bottom of the side wall in comparison with other
Kn cases. At Kn¼ 0.05, the cooling at the bottom of the side walls is
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Fig. 4. Velocity streamlines at different Knudsen numbers (a) Kn ¼ 0.05 (b) Kn ¼ 0.2 (c) Kn ¼ 1 (d) Kn ¼ 3 (Note: right hand side vortices are highlighted).
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stronger, see Fig. 3; therefore, the top parts of the side walls and the
top wall have a low heat flux gradient.

This causes the conductive behavior that governs the top part of
the cavity; see Fig. 4(a). Fig. 5(c) confirms this behavior, because the
tangential velocity remains almost zero at the upper parts of the
side wall.

At Kn ¼ 0.2, Fig. 5(c) shows that, with the exception of a small
region, all parts of the side wall induce an upward motion in
contrast to Kn ¼ 0.05 case. This causes one vortex to appear over
the side wall. At this Kn, the temperature gradient over the bottom
wall decreases compared to the Kn ¼ 0.05 case, see Fig 5(d).
Therefore, as was shown in Fig. 4(b), two smaller vortices appear
over the bottom wall. Fig. 5(d) shows that at Kn ¼ 1, a smaller
temperature gradient arises between the center and the two cor-
ners of the bottom wall; therefore, the effect of the bottom wall is
weakened over the emerging bottom vortices. At Kn ¼ 1, the up-
ward induced force is greater than lower Kn cases, because the
tangential velocity at Kn ¼ 1 is higher than other Kn cases; there-
fore, we expect that two large vortices appear over the side walls,
see Fig. 4(c).

Fig. 5(d) shows that the temperature gradient over the bottom
wall at Kn ¼ 3 is almost zero; therefore, thermal creep vanishes; as
a result, the vortices over the bottom wall disappear. However, the
vortices over the side walls appear as the top part of the side walls
naturally induce a hot-to-cold flow movement. It should be noted
that the thermal creep decreases in spite of the increase of Kn. This
is due to the reduction of the heat flux, especially in the two bottom
corners of the cavity. Therefore, the temperature gradient over the
bottom wall reduces by increasing Kn. It should be noticed that
non-zero values of the tangential velocity in cavity corners, as
observed in Fig. 5(c), appear only as a result of discretization errors,
i.e., finite cell size.

In order to attest our discussion about the induced tangential
velocity by the side walls, we set two test cases at Kn ¼ 0.2: first, a
cavity with the two adiabatic side walls; second, cavity with an
adiabatic top wall. Fig. 6(a) illustrates that there are two elongated
vortices extending vertically from the bottom wall to the top wall.
The vortices over the side walls vanish, whereas Fig. 6(b) shows
that by insulating the top wall, the vortices over the side wall
become slightly larger than the vortices shown in Fig. 4(b).
Consequently, two side walls play key roles in vortice formation in
thermal cavities.

3.4. Heat flux and temperature distribution

Fig. 7 demonstrates that the dimensionless heat flux distribu-
tion along the y-direction over the x¼ 0.5 line increases with Kn. At
Kn ¼ 0.05, as shown in Fig. 4(a), the two large vortices over the
bottom wall cause the imposed heat flux to penetrate deeper
compared to other Knudsen numbers, while the conductive
behavior on the top part of the cavity obstructs this penetration. By
increasing Kn, the vortices over the bottomwall are weakened and
the strength of the heat flux penetration is reduced. On the other
hand, on the top part of the cavity, the larger vortices appear over
the side walls where they transfer heat flux from the side walls and
top corners to the center of the top wall. Therefore, the range of



(a) (b)

(c) (d)

y/L

(T
/T

0
)1/

2 ×
(σ

/σ
0

)

0.2 0.4 0.6 0.8

0

0.005

0.01

Kn=0.05
Kn=0.2
Kn=1
Kn=3

y/L

q
τ
/q

de
s

0.2 0.4 0.6 0.8

0.2

0.4

0.6

0.8
Kn=0.05
Kn=0.2
Kn=1
Kn=3

y/L

V τ
/(

2R
T 0

)1/
2

0.2 0.4 0.6 0.8

0

0.002

0.004

0.006 Kn=0.05
Kn=0.2
Kn=1
Kn=3

x/L

T w
/T

m
ax

0.2 0.4 0.6 0.8 10.8

0.85

0.9

0.95

1

1.05

1.1
Kn=0.05
Kn=0.2
Kn=1
Kn=3

Fig. 5. (a) Non-dimensional first term and (b) second term of the R-13 equation in relation to the tangential induced velocity over the side wall (c) the non-dimensional tangential
velocity over the side wall (d) the non-dimensional temperature over the bottom wall.

(a) (b)
x/L

y/
L

0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

1qw

qw=0

Tw

qw=0

m/s

x/L

y/
L

0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

1qw

Tw Tw

qw=0

m/s

Fig. 6. The effect of wall boundary condition on the vortices over the side wall at Kn ¼ 0.2 (a) the two side walls are adiabatic (b) the top wall is adiabatic.

E.Y. Moghadam et al. / Vacuum 109 (2014) 333e340338



(a) (b)
y/L

q y
/q

de
s

0.2 0.4 0.6 0.8

0.2

0.4

0.6

0.8

1
Kn=0.05
Kn=0.2
Kn=1
Kn=3

y/L

T/
T s

0.2 0.4 0.6 0.81

1.5

2

2.5

3

3.5 Kn=0.05
Kn=0.2
Kn=1
Kn=3

Fig. 7. (a) The non-dimensional heat flux and (b) the temperature distributions along the y direction in the x ¼ 0.5.

E.Y. Moghadam et al. / Vacuum 109 (2014) 333e340 339
heat flux variation between the bottom and the top walls becomes
larger with the decrease of Kn.

At Kn ¼ 0.05, the temperature variation on the top part of the
cavity decreases because there are no vortices which transfer the
temperature of the side walls and top wall to the center of the
cavity. By increasing Kn, the vortices over the side walls emerge,
which causes the thermal energy on the side walls and top wall
transfer to the center of the cavity; as a result, the range of tem-
perature variations becomes smaller as Kn decreases.

3.5. The effect of gas molecular structures

In this section, we consider the variation of thermal behavior
due to changes in the gas molecular structure in the thermal cavity.
The considered gas molecules are monoatomic argon and diatomic
nitrogen, see their detailed properties in Table 2.

The relation between the specific heat capacity (Cp), the number
of degrees of freedom (z) and the gas constant (R) is [18]:

Cp ¼
�
x

2
þ 1

�
R (3)
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The gas constant R (kJ/kg K) is a function of molecular mass,
therefore, the heat capacity depends on two factors: the number of
degrees of freedom and molecular mass. The energy of molecules
may be stored in translational, rotational, and vibrational modes.
The vibrational mode is negligible when the magnitude of the
temperature field is very low in comparison with the characteristic
temperature of the vibrational mode. The argon atom can only store
energy in three translational modes, but the nitrogen molecule
possesses two additional rotational modes. On the other hand, ar-
gon's mass is larger than nitrogen's; therefore, the heat capacity of
nitrogen is greater than argon. It means that if a constant level of
energy is transferred to argon and nitrogen molecules, the argon
temperature increases more than nitrogen.

Fig. 8(a) illustrates the argon and nitrogen temperature along
line E at different Knudsen numbers. The behavior observed in
this figure confirms the above discussions, i.e., the argon tem-
perature increases more than that of nitrogen for a constant
imposed heat flux at a specified Kn. Fig. 8(b) shows the heat flux
behavior of argon and nitrogen along line E. Similar to the tem-
perature, the heat flux of argon is noticeably higher than for ni-
trogen at each specified Kn.
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4. Conclusion

The current work investigated the hydrothermal behavior of
rarefied flow through cavities using the DSMC technique. We
observed that the increase of Kn decreased the intermolecular and
molecule-surface interactions; therefore, the penetration of heat
transfer inside the cavity weakened and the range of heat flux
variation decreased. The vortice behavior over the bottomwall was
explained by studying the temperature gradient (thermal creep).
By increasing the rarefaction effects, the temperature gradient
decreased; therefore, it weakened the two vortices over the bottom
wall in such a way that they vanished at Kn ¼ 3. On the other hand,
the thermal creep induced a tangential velocity along the side
walls, which weakened as Kn decreased. To consider the effects of
the side walls on vortice formation, we showed that making two
side walls adiabatic at Kn ¼ 0.2 makes the vortices on the vertical
walls disappear. The temperature distribution along the cavity in-
creases with the rise of Kn as a few vortices appear at the top of the
cavity. These vortices cause the temperature of the side walls and
top wall to be felt at the center of the cavity. On the other hand, the
vortices over the bottom wall weakened and the heat flux pene-
tration is reduced. By increasing Kn, the shear stress on the bottom
wall decreases in such a way that shear stress is almost zero at
Kn ¼ 3. The effects of the molecular structures, i.e., mass and de-
grees of freedom, were investigated on the thermal behavior of the
thermal cavity. We observed that the increase of z and the decrease
of the molecular mass result in a decrease of the temperature and
heat flux variation inside the domain.
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