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ABSTRACT
One of the major challenges in Web search pertains to the
correct interpretation of users’ intent. Query Expansion is
one of the well-known approaches for determining the in-
tent of the user by addressing the vocabulary mismatch prob-
lem. A limitation of the current query expansion approaches
is that the relations between the query terms and the ex-
panded terms is limited. In this paper, we capture users’
intent through query expansion. We build on earlier work in
the area by adopting a pseudo-relevance feedback approach;
however, we advance the state of the art by proposing an
approach for feature learning within the process of query ex-
pansion. In our work, we specifically consider the Wikipedia
corpus as the feedback collection space and identify the best
features within this context for term selection in two super-
vised and unsupervised models. We compare our work with
state of the art query expansion techniques, the results of
which show promising robustness and improved precision.
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1. INTRODUCTION
The global search space is approaching 10 billion queries

per month which shows that users rely heavily on search for
retrieving information from the Web [11, 16]. One of the
challenges that a search engine faces is to find users’ intent
from simple short keyword-based queries. Studies have al-
ready shown that the average length of a search query is
2.4 words [32]. This short length is one of the main reasons
why queries can be ambiguous by nature. It has been esti-
mated that 4% of web queries and 16% of the most frequent
queries are ambiguous [11]. For instance, a user entering
the query ”Hotel California” might want to search for the
Eagle’s album, or be interested in hotels in California or a
hotel named California.
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Other than ambiguity, coverage, also known as recall, is
an important concern. Empirical studies have shown that
state-of-the-art search engines have high precision but do
not necessarily have a high recall [11]. In other words, it is
probable that a web page that is related to the users intent,
but does not contain the specific query terms, would not
appear in the results. For instance, a user searching for
”gain weight” is most likely searching to find information
about how to gain muscle as opposed to not gaining fat or
even losing fat. However, when such a query is searched for,
e.g. in Google, the result set that is retrieved has little, if
any, overlap with the result set that is retrieved when queries
such as ”gain mass” or ”gain muscle not fat” are entered.
Given that in these three cases, the intent of the user is the
same, the expectation is that the retrieved results be at least
partially overlapping.

Query expansion is one of the approaches for tackling the
problem of low coverage and ambiguity. Query reformula-
tion and expansion, in particular, try to tackle the so called
”vocabulary mismatch problem”. When indexing a docu-
ment, the search engine crawler only considers and extracts
the syntactical surface form of a term; therefore, if a user
searches for another word with even the exact same mean-
ing, the search engine will not be able to retrieve that docu-
ment even though it might be relevant to the user’s intent.
In other words, a semantically similar document to a query
might not be included within the result set due to vocabulary
mismatch.

One of the traditional approaches in query expansion is
the ”pseudo-relevance feedback” technique [7]. In this ap-
proach, the query is submitted to the search engine and the
top results are extracted and considered as being relevant to
the query (called feedback documents). These related doc-
uments are then scanned for more keywords related to the
query. The extracted keywords are ranked based on a signif-
icance measure and are added to the query, resulting in an
expanded query. In order to rank and select keywords from
feedback documents, a variety of word weighting schemas
have been used in the literature such as TF-IDF [7], Roc-
chio’s Weight [29], Binary Independence Model [27], Chi-
Square [12], Robertson Selection Value [28], and Kullback-
Leibur Distance [6], just to name a few.

It has been shown that the traditional pseudo relevance
feedback method can harm the results of ad hoc retrieval if
the initial top retrieved documents include irrelevant docu-
ments [33]. Li et al [21] have shown that in most, if not all,
cases the feedback documents do in fact contain irrelevant



documents to the query. In this paper, inspired by the idea
of pseudo relevance feedback, we consider Wikipedia articles
as feedback documents instead of top results of a search en-
gine in order to avoid the inclusion of irrelevant documents
in the feedback document collection. In our proposed work,
the most related Wikipedia articles to the query are identi-
fied and considered as feedback documents, based on which
query expansion is performed. We are not the first to pro-
pose the use of Wikipedia articles instead of top retrieved
documents. The work in [33] uses Wikipedia for query cat-
egorization, however the results of the paper does not cover
broad queries, whereas in our approach, we evaluate our
work on all query types (ambiguous and unambiguous) and
the comparative analysis of our work shows improvement
even on ambiguous queries. The work in [21] reranks the
retrieved documents using Wikipedia categories, however
the details of the term selection method is not provided in
that article. In our work we propose a novel disambigua-
tion approach to find the best Wikipedia articles relevant
to a query. We propose both supervised and unsupervised
term selection approaches in the pseudo relevance feedback
process and compare our work with the state of the art to
show how our proposed approach is more efficient in terms
of robustness and performance.

In this paper, we provide the following main contributions:

1. We propose a hybrid approach for the disambiguation
of search queries in the context of Wikipedia articles.
In our work, we map each query onto a set of coher-
ent Wikipedia articles that collectively represent the
underlying semantics of the search query.

2. Given a set of coherent Wikipedia articles for a query,
we rank and select a set of terms from those articles
for the purpose of query expansion. We employ and
empirically compare the performance of various unsu-
pervised schemes for extracting terms from Wikipedia
articles.

3. By considering only 20% of the extracted Wikipedia
articles for the queries, and the possible candidate terms
(only unigrams) for query expansion, we propose a su-
pervised term feature selection function that enables
us to select appropriate terms to be included in the
query expansion process.

The rest of this paper is organized as follows: Section
2 describes the proposed approach. The extensive exper-
imental results consisting of parameter tuning, supervised
approaches for term selection, and comparative analysis is
covered in Section 3. The related work is reviewed in Section
4, followed by some concluding remarks and areas of future
work.

2. THE PROPOSED APPROACH
The main objective of our approach is to find an accu-

rate representation of the query intent in terms of additional
terms that can be effectively used in query expansion. To
this end, we use the Wikipedia corpus as the feedback doc-
ument collection. The primary goals of our work are i) to
find a set of Wikipedia articles that can unambiguously rep-
resent the underlying semantics of the search query and can
be the basis for finding suitable terms for query expansion;
and ii) to identify discriminative features that can be used

in term selection for query expansion that show improved
robustness and performance. Figure 1 shows the overview
of the steps in our approach.

As shown in Figure 1, we first identify a set of candidate
Wikipedia articles that can be considered relevant to the
query. The extracted articles are evaluated to see whether
they are ambiguous or not. We treat ambiguous queries and
unambiguous queries differently. Once a set of Wikipedia
articles are selected, all the terms in these articles are pro-
cessed and ranked. For processing the articles to extract
terms, we propose two main approaches: unsupervised and
supervised term selection. In the unsupervised method, the
terms to be included in the expanded query are selected
based on the value of a set of predetermined features. In the
supervised approach, we first curate a training set, which
consists of eight term features. Based on the curated train-
ing set, we determine the degree of impact of each feature
on the performance and robustness of the query expansion
results. To this end, we apply a feature selection method
to select the best subset of features, and then employ ma-
chine learning techniques to learn the term selection func-
tion based on the limited set of selected features. In the
supervised term selection method, we select the top terms
based on the trained term selection function. We present
the details of each step in the following subsections.

2.1 Query Disambiguation and Annotation
In order to identify the most relevant Wikipedia articles

to a given search query, traditional forms of text annota-
tion [8, 13, 24] cannot be directly applied due to the very
short length of a query and hence, lack of context. There-
fore, we consider each query to be a collection of words,
which can be used to extract n-grams. We refer to each
n-gram extracted from a query as a segment. In the rare
case, when a user is looking for one self-contained piece of
information and her search query is formulated very accu-
rately, then the largest n-gram in the query, i.e., the query
itself, might correspond to one Wikipedia article. For in-
stance, for a search query such as ”Barack Obama”, one can
easily find a corresponding Wikipedia article. However, in
reality, users are not necessarily looking for information that
have directly corresponding Wikipedia semantics. Further-
more, they might use different syntactic representations to
express the same semantic content. Therefore, we need to
look into the various segments of the query to disambiguate
the query and relate it to the most suitable Wikipedia arti-
cles. For instance, for the query: ”Obama Family Tree”, one
cannot find a corresponding Wikipedia article; therefore, the
semantics of the query needs to be expressed through a com-
bination of Wikipedia articles. For this reason, we look at all
the possible query segments, such as ”obama family”, ”fam-
ily tree”,”obama tree”, ”tree obama”, for identifying relevant
Wikipedia articles.

In order to identify the most relevant Wikipedia articles
for a query, we differentiate between ambiguous and un-
ambiguous queries. We automatically determine whether
a query can have multiple senses and therefore be consid-
ered to be ambiguous or not. Depending on this, we adopt
a different strategy for determining relevant articles. For
instance, we can determine that a query such as ”Barack
Obama” is unambiguous but a query like ”Hotel California”
is ambiguous.
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Figure 1: Approach overview

2.1.1 Unambiguous Queries
We first consider all queries to be unambiguous and try

to find relevant Wikipedia articles for them. In order to find
related Wikipedia articles, we derive all possible query seg-
ments as n-grams. We iteratively find the largest n-grams
in the query that have a corresponding Wikipedia article.
We repeat the process until we have covered all of the terms
in the query in at least one of the selected n-grams. For
instance, in the query ”obama family tree”, we first try to
identify a Wikipedia article that corresponds to the exact
query. Since no such article can be found, we then con-
sider the next possible segments which are ”obama family”,
”family tree” and ”obama tree”. For the first two segments,
articles with the same title are found and as all the terms
in the query are covered by these two segments, there is
no need to consider the next largest n-grams. Therefore, we
represent this query through two Wikipedia articles, namely
Obama Family and Family Tree1.

While this process finds very accurate Wikipedia article
representations for unambiguous queries, it will not be as
effective when faced with ambiguous queries. For instance,
when applied to a query such as ”hotel california”, it will
not be able to correctly disambiguate between the senses of
the query. However, the approach based on the segments
allows us to automatically determine whether the query is
unambiguous and the extracted Wikipedia articles are re-

1Wikipedia articles https://en.wikipedia.org/wiki/Obama
Family and urlhttps://en.wikipedia.org/wiki/Family tree
respectively.

liable or the query is ambiguous and further processing is
needed. In order to determine the ambiguity of a query,
the list of extracted Wikipedia articles are considered. If
any of the extracted Wikipedia articles has a redirection
from a Wikipedia disambiguation page, then this shows that
the specific query segment that was associated with that
article could possibly have different senses. Considering
the ”hotel california” query as an example, the largest seg-
ment would be mapped to the Hotel California article in
Wikipedia which is redirected from Hotel California (disam-
biguation)2; therefore, pointing to a possible ambiguity in
the query. We consider such queries to be ambiguous and
further process them as follows. Also if no Wikipedia article
is found for a query segment, the approach for ambiguous
queries is considered.

2.1.2 Ambiguous Queries
For the cases where the query is determined to be ambigu-

ous, we adopt a term frequency search of query terms within
relevant Wikipedia articles to determine what is the most
likely sense of the query. Given search queries are very short
and therefore lack proper context, we adopt a popularity-
based disambiguation method [19], which assumes that the
correct sense of a word, when lacking context, is the one
that is the most frequently observed.

To this end, we rank Wikipedia articles based on their rele-
vance to the query terms according to the following equation

2https://en.wikipedia.org/wiki/Hotel California
(disambiguation)



adopted from [15]:

Rankd(q) =
∑
t∈q

tf(td)× idf(t)× lenghtNorm(d) (1)

where Rankd(q) provides a rank score for document d with
respect to query q, tf(td) is term frequency of term t in
document d, idf(t) is the inverse document frequency of the
term, and lenghtNorm(d) is the normalization value of doc-
ument text length. This norm value is multiplied because
it is more probable that a small document that has specific
terms is more related to the query than a larger document
that has those terms. This normalization value is basically
the reverse of the square root of number ot terms.

This value (Rankd(q)) is calculated for each document
and documents are ranked based on their rank. The higher
ranked documents are assumed to be more relevant to the
query than the lower ranked ones.

2.2 Term Extraction
Now for a user query, regardless of its ambiguity, we need

to identify and select a set of terms that best describe the
users’ intent; therefore, we consider the Wikipedia articles
identified in the previous phase to be the feedback docu-
ments within a pseudo-relevance feedback approach and se-
lect the top terms from within these documents based on
a ranking scheme. We propose two different approaches for
this step: 1) unsupervised term selection, and 2) supervised
term selection. The details of these two approaches are de-
scribed in the following subsections.

2.2.1 Unsupervised Term Selection
In the unsupervised approach, we exploit eight different

term weighting schemes for selecting the most relevant terms
to be included in the query expansion process. The terms in
the retrieved Wikipedia articles are ranked based on these
term weighting schemes and those terms that have the high-
est value are selected to be included in the query expansion
process. These eight weighting schemes are listed and de-
scribed in Table 1. Term Frequency (TF) is a normalized
way of calculating the frequency of a term in a given set
of documents. In our work and in order to calculate this
scheme, all the extracted Wikipedia articles for the query
are considered as one document and the TF of each word
is calculated. The reason for this is because the different
Wikipedia articles that are extracted for a given query are
in fact the representatives of the various aspects of the query.
Term Frequency-Inverse Document Frequency (TF-IDF) is
an extension of the TF scheme which measures how impor-
tant a word is for a given document within the context of
the whole corpus. The IDF scheme offsets frequency when a
word is generally very frequent in the corpus. Binary Inde-
pendence Model (BIM) assumes that words in both the doc-
ument and query spaces are completely independent (sim-
ilar to the assumption of the naive bayes classifier). Fur-
thermore, the Chi-Square scheme works on a similar basis
to BIM and measures the importance of a word within the
context of the relevant documents. Both of these schemes
rely on p(t|R) and p(t|C), which are the probability of term
t occurring in relevant documents (R) and the probability of
term t occurring in the corpus in general (C), respectively
as shown in Table 1. It is important to mention that these
probabilities are not going to be equal to zero ever, because

the terms are extracted from Wikipedia articles that are
considered as relevant documents.

Other than the mentioned features, we introduce four ad-
ditional features that are calculated based on a graph repre-
sentation of the terms. In order to calculate the graph-based
schemes, an undirected graph is constructed over all the
terms in the feedback document collection in such a way that
the nodes are the terms and the edges are the similarity be-
tween the terms calculated though “Resnik Similarity” [26].
This similarity scheme is a fast approach to calculate similar-
ities between two terms using WordNet. The performance
and accuracy level of this scheme makes it a good match
for our approach. Based on this graph structure, we calcu-
late the weighted degree and weighted PageRank value for
each node. These two schemes are calculated as shown in
Equations 2, and 3.

WD(nodei) =

n∑
k=1

Weight(nodei, nodek) (2)

where n is the number of nodes that has an edge to nodei,
and Weight(nodei, nodek) is the weight of the edge connect-
ing nodei and nodej .

PageRank(nodei) =

α× PageRank(nodei)

+(1− α)

n∑
k=1

Weight(nodei, nodek)∑n
k=1Weight(nodei, nodek)

× PageRank(nodek)

(3)

Equation 3 will iterate over all nodes until the PageRank
value converges with an error threshold below β.

These schemes help to extract terms that are more strongly
connected in the graph. The nodes with high Weighted De-
grees represent those terms that are highly similar to the
other terms in the document; therefore, they have a high
chance of being central words that could very well repre-
sent the topical content of the feedback documents. Fur-
thermore, weighted PageRank shows the probability that a
word would be selected based on the connections that it has
and its weight with the neighboring nodes. Therefore, a high
Weighted PageRank value shows that the term has a high
number of strong connections with other terms.

These two schemes are very helpful when the Wikipedia
article focuses mainly on one aspect of a concept, however
when there are more aspects discussed in one Wikipeia ar-
ticle, there might be some terms that are related to one of
the aspects, which might be unrelated to the query. Such
terms can be strongly connected to each other, and as a re-
sult have a high Weighted Degree and weighted PageRank
values, but at the same time harm the results if selected to
be included in query expansion. For example for the query
“mercy killing”, the concept “Non-voluntary euthanasia” is
extracted. In one part of this Wikipedia article, the issue
of killing babies being born with a health problem is dis-
cussed, and as a result terms like “baby”, “child”, “parent”,
and“doctor”are strongly connected, and have high weighted
degree, and Weighted PageRank in this context; however,
such terms could harm the results if applied in the context
of query expansion for the “mercy killing” query.



Table 1: Term weighting schemes.

Function Formula

TF [31] 0.5 +
0.5× f(t, d)

max{f(w, d) : w ∈ d}
TF-IDF [25] tf(t, d)× log

N

|{d ∈ D : t ∈ d}|
BIM [7] log

p(t|R)[1− p(t|C)]

p(t|C)[1− p(t|R)]

Chi-Square [7]
(p(t|R)− p(t|C))2

p(t|C)
Weighted Degree (WD)

∑n
k=1Weight(nodei, nodek)

Weighted PageRank (WPR) Calculated using Equation 3
WD in Cluster (WDc) WD after WSI graph clustering is applied
WPR in Cluster (WPRc) WPR after WSI graph clustering is applied

To enrich our features with some more features that can
overcome this problem, we consider using a graph parti-
tioning algorithm that can group the graph into different
partitions. We use the Word Sense Induction (WSI) algo-
rithm [11] to partition the graph. Using such algorithms, the
graph will be grouped to strongly connected components in
which each component of the graph consists of a set of nodes
(terms) that are semantically close to each other. Each com-
ponent is considered as one semantic aspect of the query, so
the terms in each component of the graph are related to one
aspect of the query. Applying the algorithm, the graph par-
titions that the query terms appear in are considered as new
subgraphs themselves, and Weighted Degree and weighted
PageRank are calculated inside those subgraphs instead of
the complete graph. We call these schemes WD in Cluster,
and Weighted PageRank in Cluster, respectively. Table 1
summarizes the eight schemes used in this step.

2.2.2 Supervised Term Selection
Our hypothesis in the supervised term selection method

is that there might be a more discriminative combination of
the weighting schemes that can more effectively determine
better terms for query expansion. For instance, in the un-
supervised method, we only consider the weighting schemes
separately; however, it is possible that better results would
be obtained if these schemes were combined as a linear or
non-linear model. Hence in the supervised term selection
approach, we would like to build a term selection function
using a subset of the eight weighting schemes.

To do so, we adopt a machine learning-based method to
learn a term weighting function to optimize the effectiveness
of query expansion. The overview of the steps of this super-
vised approach is shown in Figure 2. As the first step, we
curate a training dataset based on a subset of the queries
in our query collection (introduced in the evaluation sec-
tion). The queries are then manually labeled with appro-
priate Wikipedia articles and best terms to be included in
query expansion are determined by an expert. For each of
the selected terms, the eight weighting schemes are calcu-
lated and used as features. Having in mind that reducing
the number of features can defy curse of dimensionality and
improve prediction performance [14], we apply a feature se-
lection method to select a subset of the features based on
their effectiveness on query expansion. The selected features
are then exploited within a machine learning technique to

learn an appropriate classifier that would determine whether
a term would be included in query expansion or not. The
classifier can predict how each candidate term can improve
the results of the search engine, and the best terms are se-
lected for query expansion. The details of these steps are
described in the following.

Step 1: Training Data Preparation. The training data
is manually curated based on queries from the Robust04
dataset, for each of the queries of which the terms in the
most relevant Wikipedia articles are selected and the values
of the eight weighting schemes are calculated. These eight
values as well as a label showing how much the selected term
would improve the performance of query expansion form the
feature space.

In order to prepare the training data, 20 queries were se-
lected from each topic set of the Robust04 dataset (totally
60 topics from the three set of topics that are for ad hoc
retrieval evaluation 301-450). The queries used in training
were not used in the testing process. The candidate terms
(unigrams) for all of the queries were extracted and then the
query and the expanded query with each term was submitted
to a base search engine, i.e. Google. The MAP (Mean Av-
erage Precision) was calculated for both cases, and the dif-
ference between the expanded query and the original query
was stored as the degree of improvement. Therefore, a neg-
ative value means that the term degrades the result, and a
positive one shows improvement. The greater the improve-
ment value is, the more that term contributes to improved
results when used for query expansion.

Step 2: Feature Selection. Feature selection can be ap-
plied using 1) Feature Ranking (FR), or 2) Feature Subset
Selection (FSS) [14]. In the first approach, each feature
is evaluated individually, after which they are collectively
ranked, and the top k features are selected as the final fea-
ture set, while in the latter approach, in each step of the
algorithm a subset of features are selected and evaluated.
We use the latter approach, since the features are not inde-
pendent of each other, and the best practice would be not
to assume such independence.

An FSS algorithm consists of two steps [1]: 1) finding
a subset of features, and 2) evaluating the selected sub-
set. For the first step, many strategies have been introduced
in the literature such as exhaustive, heuristic and random
search [14]. These search methods are often combined with
evaluation measures to produce variants for FSS. In our fea-



Figure 2: Overview of the supervised term selection process.

ture selection algorithm, we use the Best First Search (BFS)
which is a heuristic algorithm [17]. In this approach, once
the best subset of features is found, a new feature is defined
based on this subset of features and added to the feature
set as a new feature and its individual constituting features
are removed. This process is repeated until all features are
exhausted.

For the evaluation step of FSS, two strategies can be
adopted: 1) filter or 2) wrapper. The filter model evaluates
features based on a heuristic over the general characteris-
tics of the data and not the schemes that are expected to
be learned, while the wrapper will apply a classifier over the
data to evaluate the features [30]. The problem with the sec-
ond approach is its performance on very large datasets, but
in our case since our training data includes only 60 samples,
the wrapper approach would be quite feasible; hence, we use
this approach which is more thorough. Also the wrapper ap-
proach evaluates and improves the feature set based on the
same scheme that will be optimized by the learner and thus
could be more effective than the filter model [14].

Step 3: Classifier Training. Once the best subset of fea-
tures is selected, the features that are selected for each term
will be considered to represent that term, and the degree
of improvement achieved as a result of including that term
in query expansion will be considered to be the target la-
bel that needs to be predicted. We employ various ma-
chine learning methods such as linear regression, multilayer
perceptron, pace regression, Radial Basis Function (RBF)
networks and additive regression to train a classifier that
would produce the degree of improvement for each input
term. Each classifier will take as input the term’s features
and will predict the degree of improvement that is likely to
be achieved if this term is included in the query expansion
process. Once all the terms are inputted into the classifier,
they will be ranked based on the classifier’s output and the
top t terms are selected for query expansion.

3. EMPIRICAL EVALUATIONS

In order to empirically evaluate our work, we used the
NIST Special Database 23/NTREC Disk 5 database (the
query set and judgments). For the purpose of compara-
tive analysis, we compared our work with Relevance Model
(RMC), as well as a Relevance Model based on Wikipedia
(RMW) as two baselines [33]. These two methods propose
state of the art query expansion methods that are vastly used
for comparative analysis in this domain [2,10,20,33]. We em-
ploy two commonly used evaluation measures for evaluating
our work, namely: i) Mean Average Precision (MAP), and
ii) Normalized Discounted Cumulative Gain (nDCG) [5,18].

3.1 Comparative Analysis
We perform our experiments on Topics 301-350, 351-400,

and 401-450 of the TREC 2010 dataset.

3.1.1 Unsupervised Term Selection
As the first step, we evaluate the impact of different term

weighting schemes in the unsupervised method on the per-
formance of the query expansion method. The results of the
performance of the unsupervised query expansion method
based on different term weighting schemes are shown in
Table 2. In topics 301-350, all of the weighting schemes
show reasonable results except TF-IDF, while BIM and Chi-
Square show the best improvement among all. In Topics
351-400, BIM and Chi-Square do not perform as expected
and the results are not acceptable. In Topics 401-450, all the
results are in the reasonable range but still BIM, Chi-square,
WDC , and WPRC are worse than the others.

3.1.2 Supervised Term Selection
In this section we compare the effect of applying differ-

ent feature selection approaches and various learning meth-
ods on the results of query expansion. Also, we investigate
whether the application of feature selection positively affects
our results or not. Therefore, as the first comparison, we
compare training a fixed classifier method, with and with-
out feature selection. We apply different feature selection
approaches and for each of them we show which features



Table 2: Results of the unsupervised method

Topics Measure TF TF-IDF BIM Chi2 WD WPR WDC WPRC

301-350
MAP 0.174 0.154 0.181 0.185 0.170 0.178 0.178 0.165
nDCG 0.270 0.268 0.297 0.306 0.281 0.291 0.287 0.270

351-400
MAP 0.149 0.148 0.129 0.125 0.140 0.152 0.148 0.141
nDCG 0.274 0.303 0.264 0.258 0.280 0.283 0.273 0.282

401-450
MAP 0.208 0.216 0.193 0.193 0.208 0.214 0.194 0.197
nDCG 0.344 0.356 0.334 0.333 0.353 0.363 0.324 0.327

Overall Average
MAP 0.177 0.179 0.168 0.168 0.172 0.181 0.173 0.167
nDCG 0.296 0.309 0.298 0.299 0.304 0.311 0.297 0.290

are selected. As mentioned in Section 2.2.2, for the feature
subset selection methods, we need to select a classifier that
evaluates each feature set. For this purpose we adopt the
multilayer perceptron as the classifier in all the cases, so that
we can only evaluate the effect of feature selection without
changing the classifier.

Table 3 summarizes the results of using different feature
selection methods in combination with the multilayer per-
ceptron. As seen in the table, the best results, highlighted in
bold, are observed when either of the following feature selec-
tion method is employed: Genetic Search or Scatter Search.
The feature selection method has selected WD, and BIM as
the best set of features.

In the second set of experiments, we evaluate the impact
of the classifier on the results. A consideration that needs
to be addressed is that the features selected in the previous
stage are the best features based on multilayer perceptron,
but we need to apply them on other learning methods. It
is important to know that the subset eval feature selection
method provides a generic selection of variables, not tuned
for/by a given learning machine, which in this case is a mul-
tilayer perceptron. Therefore, it is reasonable to use this
feature selection method on one predictor as a filter and
then train another predictor on the resulting variables as
discussed in [14]. As a result, we select the WD, and BIM
features that showed promising performance in the previous
evaluation as the selected features. The outcome of employ-
ing different classifiers is reported in Table 4. As seen in
the table, the multilayer perceptron achieves the best per-
formance on both of the evaluation metrics and on all three
topics.

3.2 Overall Comparison
In this section, we report on the overall comparison of both

the supervised and the unsupervised term selection meth-
ods compared to the state of the art. Based on the results
reported in the previous section, the Weighted Page Rank
(WPR) scheme is the better term weighting schemes from
among the unsupervised query expansion methods. Fur-
thermore, the subset eval method with Genetic Search and
multilayer perceptron as the classifier showed to be the best
method among the supervised query expansion techniques.
We compare these two methods with the state of the art
baseline method, namely Relevance Model on Wikipedia
(RMW) [33] and Relevance Model (RMC) expansion [33]
methods. Both of the proposed unsupervised and supervised
methods perform significantly better across the three topics
and on both of the evaluation metrics. This is shown in Ta-
ble 5. The important advantage of the proposed supervised
method is that it shows statistically significant improvement

Figure 3: Comparative analysis of the robustness results
(diagram shows the accumulative values).

over RMC and RMW over all topics and in both metrics.

3.3 Robustness
A robust query expansion method will improve many and

hurt only a small number of queries. The higher the num-
ber of improved queries and lower the number of hurt queries
are, the more robust the query expansion method is. Ro-
bustness is defined as the number of queries that are nega-
tively impacted by the query expansion methods [33]. An
ideal query expansion method would improve robustness
on any given query. However, in practice, query expan-
sion methods do not necessarily improve the results on all
queries; therefore, those methods that improve the results
on a higher number of queries are preferred. Figure 3 shows
the comparison of the robustness for the four methods. The
figure shows the difference between the MAP results of the
expanded query and the original query accumulatively. For
the Supervised approach, the classifier subset eval feature
selection with greedy search is applied to select the best fea-
tures, and multilayer perceptron is used as the learner. In
the unsupervised method, WPR is used as the scheme to
evaluate the terms. As seen in the Figure, the supervised
approach is more robust than the other approaches. The
number of queries that their MAP results are improved is
significantly higher in the supervised method compared to
the other three. The supervised approach makes 68.6% of
the queries better, in comparison to unsupervised method,
RMW, and RMC that improve only 54.6%, 52%, and 50%
of the queries, respectively.



Table 3: Feature Selection Evaluation

Feature Selection Method Selected Features Topics MAP nDCG

No feature selection All of the 8 schemes
301-350 0.164 0.271
351-400 0.153 0.268
401-450 0.202 0.320

Classifiersubseteval +
(BestFirst Search/Greedy stepwise

/Linear forward selection)
TF-IDF

301-350 0.176 0.297
351-400 0.158 0.287
401-450 0.203 0.341

Classifiersubseteval +
Exhaustive Search

WD, tf
BIM, Chi2

301-350 0.182 0.290
351-400 0.148 0.249
401-450 0.201 0.332

Classifiersubseteval +
(Genetic Search/Scatter Search)

WD, BIM
301-350 0.194 0.312
351-400 0.163 0.302
401-450 0.220 0.359

Classifiersubseteval +
Race Search

WD, WPR, tf
TF-IDF, BIM, Chi2

301-350 0.178 0.297
351-400 0.148 0.287
401-450 0.221 0.362

Classifiersubseteval +
Random Search

TF-IDF, BIM
Chi2

301-350 0.188 0.309
351-400 0.158 0.297
401-450 0.211 0.350

Latent Semantic Analysis
+ Ranker

BIM
301-350 0.188 0.306
351-400 0.157 0.291
401-450 0.216 0.358

Wrapper subset eval +
Genetic Search

WPR, WPRc

tf, BIM, Chi2

301-350 0.179 0.290
351-400 0.148 0.278
401-450 0.201 0.349

4. RELATED WORK
Query reformulation and expansion techniques try to tackle

the vocabulary mismatch problem, which is primarily con-
cerned with finding semantically similar documents to queries
that are not necessarily syntactically similar.

Bruce et al. [4] extract the aspects of a query using Wikipedia
through title matching between Wikipedia articles and query
aspects. To find the best aspects, they use a linked prob-
ability measure and apply their detected underrepresented
aspects in the AbraQ query expansion framework [9]. Sim-
ilarly, Liu et al [22] represent each aspect of the query as a
vector. Query expansion is performed as an iterative method
in which in each step a term is added to the expansion set
from one of the aspects of the query. Also in their work,
aspects can carry different weights. This means that some
aspects are more probable to be understood from the query
compared to other ones.

The work in [23] finds the DBpedia concepts related to a
unambiguous query. In their first step they extract all the
concepts that contain one of the segments of the query in
either its label, or in Wikipedia text or text of the link to
that Wikipedia article, and in the second step they apply
a supervised machine learning method to rank their list of
extracted concepts. They evaluate their approach by test-
ing how the extracted concepts are related to the query,
hence their approach is not concerned with the term selec-
tion part which is one of the important contributions of our
work. Moreover, for the training purposes of the paper, the
features are extracted from manually annotated documents.

In another work, [33] proposes a similar idea to our work,
which we compare to as the baseline. For entity article
selection, they group queries into three classes (EQ: spe-

cific entity, AQ: BQ: broad), the first two groups are queries
for which a Wikipedia article with the exact same title can
be found. For AQ they apply a heuristic disambiguation
method and at the end they select one entity for the query
to select the terms from. For term selection, they use a
parametrized formula to weigh terms and for finding those
parameters, they apply a supervised learning method on a
training set. The authors only report their results for the EQ
and AQ queries. In our work, we propose a novel method
for term extraction from Wikipedia article (which can be
more than one) for a query. Also we evaluate the proposed
method on all the queries even if a Wikipedia article with
the same title cannot be found. For such queries, we pro-
pose a method to extract entities related to the query. Such
queries are actually the most challenging ones.

Another interesting research is the work of Bendersky et.
al [3] which is a relevance model over any unstructured
data source. To weight the terms for expansion, they use
a parametrized approach, and for parameter tuning they
use a supervised learning algorithm over a training set. In
our work we specifically use Wikipedia instead of different
sources and we believe this choice makes the articles to be
more uniform and less prone to error, since our concept ex-
traction is specifically designed for Wikipedia.

5. CONCLUSION
In this paper we propose two supervised and unsuper-

vised query expansion methods which are inspired by the
pseudo relevance feedback query expansion approach con-
sidering the extracted Wikipedia articles as feedback doc-
uments. Our approaches weigh terms in the specified arti-
cles and select the top terms for the purpose of expansion.



Table 4: Learning method Evaluation

Learning Method Topics MAP nDCG

Linear Regression
301-350 0.173 0.282
351-400 0.160 0.289
401-450 0.201 0.340

Multi layer perceptron
301-350 0.188 0.311
351-400 0.162 0.301
401-450 0.219 0.361

Pace regression
301-350 0.181 0.288
351-400 0.159 0.301
401-450 0.196 0.340

RBF Network
301-350 0.179 0.290
351-400 0.148 0.279
401-450 0.203 0.331

Additive Regression
301-350 0.183 0.289
351-400 0.163 0.281
401-450 0.220 0.359

Table 5: Comparison on all queries. * determines statistical significance over RMC and RMW assuming α = 0.05

Topics scheme RMC RMW Unsupervised method Supervised method

301-350
MAP 0.174 0.184 0.193∗ 0.194∗

nDCG 0.302 0.300 0.314∗ 0.313∗

351-400
MAP 0.149 0.157 0.171∗ 0.163∗

nDCG 0.274 0.296 0.307∗ 0.301∗

401-450
MAP 0.208 0.206 0.215 0.222∗

nDCG 0.344 0.349 0.358 0.364∗

While in the pseudo-relevance feedback method, there is the
possibility that the top results, which are considered to be
relevant to the query and helpful for query expansion, con-
tain irrelevant documents that can negatively impact the
expansion results; in our approach, we extract Wikipedia
articles that are very highly likely to be related to the query
and therefore decrease the probability of irrelevant docu-
ments being included as a part of the feedback document
collection. We make use of the redirect and disambigua-
tion articles of Wikipedia to help overcome the vocabulary
mismatch problem.

Finally we compared the best results that was obtained
from the supervised method that used multi layer percep-
tron as the machine learning method, with state of the art
methods in query expansion. Our results shows significant
improvement over traditional approaches.
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