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Abstract. Process fragmentation provides the basis for re-usability and process 
improvement. Various re-searchers have already introduced different defini-
tions for what constitutes a reasonable process fragment, and have offered  
algorithmic support for identifying such fragments. As we will show in this  
paper, some of these definitions suffer from ambiguity or imprecision. There-
fore, the objectives of this paper are twofold: first, we provide an ontological 
assessment of the various process fragment definitions based on the well-known 
Bunge’s Ontology and its process representational model, GPM. On this basis, 
we then extract the most important features of these definitions in order to for-
malize a precise definition for process fragments and propose a precise and 
non-ambiguous definition: morphological fragmentation. We present our work 
through a case study and report on our observations. 

Keywords: Process model fragmentation · Ontological theory · Generic process 
model (GPM) 

1 Introduction 

Organizational mining focuses on discovering organizational structures, social net-
works, and resource allocation patterns [1].  Organizational mining was traditionally 
introduced within a single organization. The growing increase of IT infrastructure 
needs has led many organizations to reuse or share resources and processes leading to 
the introduction of cross-organizational mining [2]. Cross-organizational mining 
considers organization's IT infrastructures from two perspectives. In the first case, 
different organizations work with each other to perform the same process instances 
[3]. In the second case, different organizations are separately handling the same 
process while sharing experiences, knowledge, or a common infrastructure [2]. In this 
case, each organization could be executing a variant of the same process family, such 
as the sale process offered by Salesforce.com. In other words, these organizations use 
the common infrastructures of Saleforce.com for handling their processes. However, 
they do not execute the exact same process and often customize and build a variation 
of the sale process. These customized processes share many commonalities and some 
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degree of variability. The analysis and mining of these commonalities and variabili-
ties can lead to valuable insight for the organizations. 

In [1], a good review of process mining from the organizational perspective and its 
existing challenges has been reported. One of the challenges that is of interest to our 
work in this paper is the identification and analysis of common process fragments 
from among multiple variants of the same business process within different peer or-
ganizations. To the best of our knowledge, most of the existing process fragment de-
finitions have only considered the practical implications of their work and little, if 
any, theoretical analysis has been done [4]. In this paper, we investigate the use of 
ontological theories for the theoretical analysis of process fragmentation models. An 
ontological theory defines necessary constructs for describing the processes and struc-
ture of the world in general [5]. Ontological theories have been used to evaluate mod-
eling languages in terms of the correspondence of ontological concepts to modeling 
constructs. Bunge’s ontology ([5]) is a widely used ontological theory that has been 
used to evaluate several conceptual modeling languages [5] [6]. For example in [7], 
the authors used Bunge’s ontology for evaluating BPMN and workflow nets. This 
ontology includes a set of high level constructs for representing real world phenome-
na. The evaluation of modeling languages is based on the assumption that an informa-
tion system is an artifact that represents a real-world domain.  

Bunge’s ontology has also been used for rep-resenting process models. In [8], a 
generic model, called GPM, is derived from Bunge's ontology for semantically de-
scribing process models. GPM gives a formal abstract view of a process model in 
terms of state transitions that occur rather than using common notions such as control 
flows and activities [8]. In the other words, GPM can be viewed as a mapping be-
tween process models and the real world. 

Since GPM is an ontological representation of real world process models, we  
presume that it is appropriate for analyzing the fragments of processes models that 
represent real-world domains. Therefore, our work is systematically grounded in  
concepts from Bunge’s Ontology and GPM. 

In this paper, we provide the following concrete contributions: 

─ We gather and classify some of the main process fragment definitions and syste-
matically discuss their pros and cons. We present a comparative analysis of these 
definitions. 

─ We present a formal representation of process fragments derived from existing 
definitions. This formal representation can be used as a theoretical basis for com-
paring and designing new process fragmentation techniques. 

─ Using Bunge's ontological representation of process models (GPM) we theoretical-
ly present a process fragment definition, which covers the weaknesses of previous 
process fragment definitions. 

The paper proceeds as follows. In Section 2, we briefly introduce Bunge's ontology 
and the Generic Process Model (GPM). We then introduce a running example, which 
will be used throughout the paper. In Section 3, we review different definitions of 
process fragments and discuss the pros and cons of each. Here, we are not focused on 
the algorithmic support for process fragmentation and are only analyzing the theoreti-
cal basis for the process fragment definitions. We theoretically define the notion of 
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process fragments using Bunge’s ontology and GPM. Section 4 applies GPM for pre-
senting a process fragment definition. In Section 5 we analyze the various fragment 
definitions through a case study. Finally, in Section 6 we conclude the paper and sug-
gest directions for future work. 

Table 1. Fundamental ontological constructs in the Bunge-Wand-Weber representational 
model [5] 

Fundamental Ontolog-
ical Construct 

Description 

Thing 
The basic unit in the Bunge's ontological model is thing and can be in two types: 
simple and compound. A compound thing is made up of other things.  

Property 
Each property can be described using a function (called attribute function) that 
maps the thing into some values. Things can have several properties. 

State The state of a thing is a vector of values for each property functions of that thing. 

Transformation 
A mapping from a domain containing states into a co-domain containing states is 
called transformation. 

2 Preliminaries 

2.1 Bunge’s Ontology 

Bunge’s ontology has been widely used for evaluating several conceptual modeling 
languages [5] [6]. In this paper, we are interested in the theoretical analysis of process 
fragments through Bunge’s ontology. Bunge models the world as a world of systems 
[9]. In Bunge’s ontological model, the "world is made up of substantial things which 
possess properties" [9]. Since Bunge’s ontology provides concepts for representing 
real world phenomena, it seems appropriate to be used for analyzing process models 
in real software systems, which represents real-world domains [7]. 

Bunge’s ontological model contains four essential concepts: thing, property, state 
and event. Table 1 provides an overview of the fundamental ontological constructs 
[5]. Things are elementary units and can be specific instances of person, building, car, 
book and etc.  A “property” of a thing can be any intrinsic or mutual (meaningful 
only in the context of two or more things) feature of it like height, color, weight, and 
shape. A “state” is the vector which contains the values of all property functions of a 
thing [10]. A “state law” makes a restriction on the values of the thing's properties to 
a subset that is considered lawful. The set of thing's states that conform to the state 
laws of the thing are called the “lawful state space”. An “event” occurs when a 
change in the state of a thing can be seen. The set of all possible events of a thing is 
called its “event space” [10]. A set of things that possess a common property is 
termed a “class”.  Wand et al. have extended Bunge’s ontology with 28 (real-world) 
constructs [10] [5]. 



 Process Fragmentation: An Ontological Perspective 187 

 

Fig. 1. An example of purchasing process 

2.2 Generic Process Model (GPM) 

The Generic Process Model (GPM) provides a process specification semantics based 
on ontological constructs [8]. GPM is considered as a framework for reasoning about 
process models according to their real-world meaning based on Bunge's ontology. 
GPM was used for various purposes such as analyzing the validity of process models, 
describing the conception of goals in business processes, and to interpret of control 
flow elements [8]. 

GPM focuses on the notion of domain by the use of Bunge’s ontology concepts. A 
domain is represented by a set of state variables. The state of the domain can change 
for two reasons: first, due to the internal events which occur within the domain and 
second by external events which stimulate from outside the domain [8]. A state that 
changes due to actions in the domain is called “unstable state” and a state that only 
changes due to the actions of the domain's environment is called “stable state” [8]. 
Unstable states can be manifested as internal events and stable states as external 
events. A complete definition of GPM can be found in [8]. 

In [11], a process model is defined based on GPM as following: 
Definition 1. [11]: a process model is a tuple ൏ ,ܫ ,ܩ ,ܮ ܧ ൐ where,  

I: is a subset of unstable states of the domain (initial states), 
G: is a subset of stable state (goal set), 
L: is the set of state transitions,  
E: is a set of relevant external events.                                ■ 

One of the advantages of this definition is that GPM explicitly addresses the goal 
of a process and checks the validity of a process design against its defined goal [11]. 
In this paper, we will use GPM for theoretically analyzing process fragments. 
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Table 2. A review of process fragment definitions 

 

2.3 A Running Example 

In this section, we present a running example of a “purchasing process” for better 
clarifying Bunge’s ontological constructs.  

Figure 1-a shows the flow of this process model. It starts by “filling request form” 
and ends with “send material” or “request rejection” activities. After the “filling  
request form” activity, the request will be checked and if it is confirmed then two 
actions can be done simultaneously: the stock will be checked and the financial calcu-
lation will be done. If the requested material exists in stock, then the user account will 
be checked and payment will be processed.  Afterwards, the receipt will be printed 
and sent along with the material to the customer. This process is a simplified purchas-
ing process. The fundamental Bunge's ontological constructs for this process are 
shown in Figure 1-b. We will use this example throughout the paper. 

3 Process Fragmentation 

Process fragmentation is referred to the act of categorizing process model elements 
such as activities, data flows, and control flows into groups [4]. The created groups 
are known as process fragments. Process fragmentation is the basis for techniques 
supporting reusability, parallel execution, management and analysis of process mod-
els [12]. It is also known as process decomposition or process modularization [13]. 

In this section, we systematically review some of the existing process fragment  
definitions from the literature and discuss their pros and cons. As mentioned earlier, 
we are only interested in the process fragment definitions in this paper and not in the 
algorithms that facilitate the identification of such fragments. By identifying the 
strengths and weaknesses of different process fragment definitions, one can propose a 
definition that would cover the pros of existing definitions and cover their cons. 
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3.1 A Review of Process Fragment Definitions 

In order to identify the main work in process fragment definition, we first started by 
focusing on the main survey papers in this domain [4] [14]. We then gathered addi-
tional papers by searching for the keywords mentioned in these survey papers on reli-
able databases including CiteSeerX, ScienceDirect, ACM Portal, SpringerLink and 
IEEEXplore. We then extracted and classified these papers based on their fragment 
definition and then selected only those papers that had been cited more than 10 times 
ac-cording to Google Scholar. The result is shown in Table 2.  

In order to analyze these definitions and identify their pros and cons, we required 
some comparative criteria. In [4], some classification criteria for process fragmenta-
tion techniques is provided. These criteria provide a foundation for the classification 
of process fragmentation algorithms and can be useful for the evaluation of these 
techniques. For example, some of the criteria state why is the process model frag-
mented, how is the fragmentation performed, who performs the fragmentation, when 
is the fragmentation performed in the process model lifecycle, among others. Most of 
these criteria are independent of the fragment definition and are with respect to differ-
ent aspects of the fragmentation algorithms. Therefore the criteria introduced in [4] 
cannot be directly applied for our work. 

We suggest three criteria, structural restrictions for input/output process models, 
ambiguity and determinism. We don’t claim that these criteria are complete, but they 
can highlight main weaknesses regarding the fragment definitions. These criteria are 
presented as research questions in the following: 

Q1: Does the definition impose any structural restriction on the input process 
model or the output fragments? 

Some definitions consider limitations on the input or output processes. For exam-
ple, some definitions require the process fragment not to have any cycle or all transi-
tions should be reachable from the start node. 

 

Q2: Does the definitions have any elements of ambiguity or leave room for differ-
ent interpretation? 

Given some of the definitions do not have a theoretical representation and are writ-
ten in natural language, there might be room for different interpretations of the defini-
tions. For example, some definitions just state the portions of process models that are 
suitable for reusability are fragments. Such definitions have ambiguity and there 
could be different interpretations. 

 

Q3: Is the definition precise and deterministic? 
This criterion specifies whether the definition will always guarantee the extraction 

of the exact same process fragments for the same input process model or not. This 
criterion is different from ambiguity. In the case of determinism, an implementation 
of a non-deterministic definition can be viewed as being not a function and for the 
same input, could produce different outputs. So, a definition might not be ambiguous 
but be non-deterministic. 
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Table 3. Analyzing various definitions of 
process fragments based on three criteria: 
structural restriction, ambiguity, and 
determinism 

 

Table 4. All features extracted from various 
definitions of process fragments 

 

Table 5. Extracted features against the various definitions 

 

In Table 3, the results of the evaluation of existing process fragment definitions based 
on the three criteria are shown1. As can be seen, most of the definitions are non-
deterministic and have no structural restrictions. For example, the definition in Group 1 
has no ambiguity and is clear, but is non-deterministic, because in this definition any part 
of process can be considered as a fragment and for the same input process, different 
fragments can be produced. Group 2 has a more precise definition and has structural 
restriction on process inputs (must be connected). This definition is clear and has no 
ambiguity. Since it uses precise label similarity, it is deterministic. The definition in 
group 3 do not have clear structural restriction on process input and the definition is not 
clear which parts of input can be taken as fragments. The definition in group 4 states that 
fragments should be connected, have no cycles, and have at least one activity and a single 
control flow linking up two distinct activities. It is clear but is non-deterministic because 
it does not work as a function. The definition in group 5 is explicit and has no structural 
restriction but again it is non-deterministic, since for the same input process different 
process fragments can be generated. The definitions in Groups 6 and 7 are descriptive 

                                                           
1 The evaluation was conducted with the first author by investigating the coverage of the criteria for each 

definition. In the cases that there were uncertainties for the coverage, they have been discussed between 
the authors to reach conclusions about the coverage. 
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and contain ambiguity. Finally, in the definition in group 8, a fragment is a connected 
graph (structural restriction) that has a start and end node and at least one activity and is 
not necessarily directly executable. So, this definition is clear and has no ambiguity. It is 
non-deterministic because with the same process we can have lots of fragments that have 
start and end nodes and be also connected. 

 

Fig. 2. Four fragments of purchasing process with different structures which operationally are 
identical. Activity A is "filling request form", B is "financial calculation", C is "stock checking" 
and D is about department management confirmation. 

We further analyzed the various fragment definitions and identified the top six fea-
tures that they had in common as shown in Table 4. These features represent the cha-
racteristics of the process fragments that are described by the definitions. Feature F1 is 
the most widely seen feature for fragments. This feature implies that each fragment 
must have a single input and single output. Features F2 and F6 are concerned with the 
concept of connectivity. A node belongs to a fragment if it has a connection with at 
least one node within the fragment. Feature F3 has a semantics point of view. It im-
plies that the nodes that have more similar labels have a higher probability of belong-
ing to the same fragments [13]. Natural language processing (NLP) tools can be used 
for detecting the similarity of the labels of the nodes in the fragments. Feature F4 
creates a structural limitation on the fragments that they should not contain cycles. 
Feature F5 implies that in each fragment at least one action needs to be done. 

In Table 5, we show each feature against each definition group. In other words,  
Table 5 shows for each definition group, what the features of their fragments are. In this 
table, the rows show each definition group’s id (from Table 3) and the columns show 
the features (from Table 4). From this table, it can be understood that Features F1 and F2 
are the most frequent features for process fragments within the literature, respectively. 

Now, we exploit the features of Table 4 in order to provide a formal definition for 
a process fragment as follow: 

Definition 2. A process fragment ܨ is a directed graph described as ܨሺܣ, ,ܩ ܴ, ,ݏ ݁ሻ 
where:  1ሻ ܴ َ ሺܣ ൈ ሻܩ ׫ ሺܩ ൈ ሻܣ ׫ ሺܩ ൈ |ܣ| ሻ,  2ሻܩ ൒ 1,  3ሻ ݐ ׊ א ሺܣ ׫ ଴ݒ ׌ ሻܩ ൌ ,ݏ ,ଵݒ ,ଶݒ … , ௞ݒ ൌ ,௜ିଵݒሺሺ ݐ ௞ሻݒ א ܴ, 1 ൑ ݅ ൑ ݇ሻ, 4ሻ ݂݅ ד ݊ଵ, ݊ଶ ሺ݊ଵ ൌ ,ݏ ݊ଶ ൌ ଵ݊ ݄݊݁ݐ ሻݏ  ൌ ݊ଶ, 5ሻ ݂݅ ד ݊ଵ, ݊ଶ ሺ݊ଵ ൌ ݁, ݊ଶ ൌ  ݁ሻ ݄݊݁ݐ ݊ଵ ൌ ݊ଶ, 6ሻ ݐ׍ א   ሺܣ ׫ ,௧ݒሻ ൫ሺܩ ,௞ݒ௜ሻܽ݊݀ ሺݒ ௧ሻݒ א ܴ൯ ܽ݊݀ ሺሺݒ௝, ௝ାଵሻݒ א ܴ, ݅ ൑ ݆ ൏ ݇ሻ     ■ 
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A is the set of activities, ܩ represents gateways and R is the set of control flow rela-
tions and  ݏ is single input and ݁ is single output nodes. In this formalism, |ܣ| ൒ 1 
(line 2) ensures feature F5 and the expression in line 3 is enforces F2 and F6. Two if-
clauses in this formalism (lines 4 and 5) together represent F1 and the later expression 
is equal to F4. In this definition we did not include feature F3. The reason is that label 
similarity is based on the assumption that process names are always selected mea-
ningfully and consistently [13]. For small processes or cross-organizational processes, 
this assumption is not necessarily always true. 

4 Analyzing Process Fragments Using Bunge’s Ontology 

In Definition 2, we included the most prominent non-ambiguous features identified in 
the definition groups for process fragments. This definition is non-ambiguous and 
does not contain any ambiguous feature, has no structural limitation on inputs and 
outputs and is deterministic. Nevertheless, it would not be useful for identifying 
process similarity or multi-process analysis. This is due to the following reason: in 
Definition 2, two fragments within two process variants are shared, if and only if they 
are identical [15]. For example, in Figure 2, fragments 1, 2, 3 and 4 are not identical 
(Based on all of the definitions in Table2). Based on Definition2, since the R set of 
these four fragments are not identical, so they cannot be captured as common frag-
ments between two process models. Therefore, with these definitions, common frag-
ments are either complete matches or not considered at all. 

In the example shown in Figure2, All fragments try to check a purchasing request; 
however, each achieves this in a different way. Activity A is filling a request by the 
customer for purchasing some goods. All fragments start with this activity. Activity B 
is the computation of tax and total price of goods and activity C checks the stock for 
requested goods. Finally, activity D is about department management confirmation. 
As seen in Figure 1, activities B and C can be placed in different relations to each 
other. This difference can be probably due to various branch managers’ choices. In 
fact, these fragments are performing a similar task and would be considered to be very 
similar fragments that only have structural variances. 

In the next section, we will theoretically define the notion of process fragments us-
ing GPM and derive a new conceptual definition for a process fragment that would 
address the above issue among others. 

4.1 Process Fragment Based on GPM 

Using Bunge’s ontology, it can be inferred that there is a mapping between informa-
tion systems and concepts in the real world. The concepts (domain) in the real world 
are made of sub-concepts (sub-domain). The structures and processes of the real 
world can be represented by constructs in the ontological models. So, we can define 
sub-processes or fragments of a process model based on its ontological mapping in 
the real world. In [8], the sub-domain is defined based on GPM as following: 

 

Definition3. (sub-domain) [8]: A sub-domain is part of the domain described by a 
subset of the set of domain state variables.                                  ■ 
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It must be noted that using this definition, there might be many ways to divide a 
domain into sub-domains and not all of them will be meaningful. One of the main 
applications of process fragmentation is reusability. It means that process fragments 
can be used in the design of different processes models. In this case, process frag-
ments should be run independently. In this respect, in the real world, partitioning of a 
domain into independent sub-domains is possible. Partitioning of a domain into inde-
pendently-behaving sub-domains is the result of different actors existing in the  
domain. In [8], an independent sub-domain is defined as follows: 

Definition 4. (independent sub-domain) [8]: A sub-domain will be called indepen-
dently behaving (or independent) in a given state (of the sub-domain) if the law pro-
jection on the sub-domain is a function for this state.                         ■ 

 

In this case, the law projection is a function that depends only on the sub-domain's 
state variables. In the other words, the meaning of Definition 4 is that each sub-
domain behaves independently and ends on a stable state of the sub-domain. This 
stability can lead to the stability of the whole domain in the goal states or other states 
[8]. So, in this definition the stable states (initial and goal states) of the sub-domain 
are important.  

We use Definition 4 for creating a mapping between sub-domains in the real world 
and process fragments in information systems. So we can define process fragments 
based on GPM as follows:  

Definition 5. (process fragments): A subset of a process model is called a process 
fragment if it starts and ends with stable states and there exists at least one transfor-
mation inside it.                                                       ■ 

 

Now, using GPM-based definition of process fragment (Definition 5), we can de-
velop a model for process fragments that does not necessarily require a complete and 
exact match for finding similar fragments. As we will show, this allows us to assess 
the similarity of two process fragments beyond a binary match or no-match. In the 
next Section, the new notion for process fragment, building on Definitions 2 and 5, is 
introduced. 

4.2 Morphological Fragments 

In Definition 5, a process fragment is defined based on GPM. The main focus of this 
definition is on the stable states of fragments as a point of separability. Unstable states 
inside the sub-domain are responsible for the behavior of the sub-domain. It can be 
understood that two fragments f1 and ݂2 have equal behavior if they have equal stable 
states (I1=I2 and G1=G2) and also have equal transformation sets (In [8] transforma-
tion set of a process is equal to its Activities set). The order of transformation sets is 
equal to the way which processes execute. In the other words, with equal stable states 
and transformation sets, different transformation orders (law) for two fragments show 
that the fragments do similar tasks in different ways. In other words, they represent 
the same behavior but not necessarily the same structure. Now, we can define some 
measures for extracting common fragments from a family of process variants based 
on this observation. 
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Definition 6: Two fragments f1ሺ1݂ܣ, ,1݂ܩ ܴ݂1, ,1݂ݏ ݂݁1ሻ and f2ሺ2݂ܣ, ,2݂ܩ ܴ݂2, ,2݂ݏ ݂݁2ሻ are 
behaviorally similar, called morphological fragments, iff: 1݂ݏ ൌ 1݂݁  & 2݂ݏ ൌ ݂݁2 1݂ܣ  & ൌ 2݂ܣ                                  ■ 

  

In this definition, the start and end points are equal to the stable states in the Defi-
nition 5 and the relation between internal nodes is ignored given the above explana-
tion. The reason is that two fragments that have equal start/end points and have equal 
activities sets, and performing similar tasks, would be considered to be very similar 
fragments that only have structural variances hence, the term morphological frag-
ment. For example in Figure 2, there are four fragments that check the purchasing 
request of a customer in different ways. These differences can affect the efficiency 
and effectiveness of the whole process. So detecting these fragments as common 
fragments among a family of process variants can lead to added value for organiza-
tions. All of these four fragments have equal start/end point and their internal activi-
ties are identical. So they are morphologically identical. The different relationships 
among internal activities show the different ways of doing same the task.  

Table 6. Similarity patterns between two sub-processes 

 

Definition 6 allows the identification of process fragments that are behaviorally 
similar but not structurally identical. It is now possible to define the degree of mor-
phological similarity based on the degree of the transformation spaces similarity of 
the fragments. But before that, at first we use the definitions mentioned in [28] for a 
set of general similarity patterns between two sets of phenomena (By phenomena we 
refer to any possible observation that can be made about the domain or part of it).  

Assume },...,,{ 21 naaaA = is a set of phenomena belonging to domain D1 and 

},...,,{ 21 mbbbB = is a set of phenomena belonging to domain D2. We can see one of 

the following situations with respect to similarity between these two sets: 

Definition7 (Equivalent Sets of Phenomena) [28]. Phenomenon A1 is equivalent to 
A2 (denoted as A1≡A2), if and only if there is a unique mapping between elements in 
A1 and elements in A2.                                                  ■ 
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Definition8 (Similar Sets of Phenomena) [28]. Phenomenon A1 is similar to A2 with 
respect to p (denoted as 21 AA ≡ ) if and only if there is a subset of A1 (i.e., 11 AA ⊂′ ) 

and of A2 (i.e., 22 AA ⊂′ ) which are equivalent 21 AA ′≡′ . p is the equivalent subset i.e. 

21 AAp ′=′= .                                                          ■ 

Definition9 (Completely Dissimilar Set of Phenomena) [28]. Phenomenon A1 is 
completely dissimilar to A2 (denoted as A1≠A2) if and only if there are no subsets of A1 
(i.e., 11 AA ⊂′ ) and of A2 (i.e., 22 AA ⊂′ ) that are equivalent.                    ■ 

Based on Definitions 7-9, we can define the following similarity patterns between 
two different sets of phenomena: 

• Full similarity double side: when the sets 1A  and 2A are equivalent (i.e.,
21 AA ≡ ). 

• Full similarity one side: when the sets 1A  and 2A are similar (i.e., 21 AA p≅ ) 
and when we have either 11 AA ⊂′ and 21 AA ≡′ or 22 AA ⊂′ and 12 AA ≡′ . 

• Partial similarity: when the sets 1A  and 2A are similar (i.e., 21 AA p≅ ) and 
there is no subset of one set that is equivalent to the other set.  

• Complete Dissimilarity: when two sets are completely disjoint. 
All of the above similarity patterns can occur between any two sets in the real 

world. In the case of partial similarity we can define the amount of similarity as: 
                                                                           ܵ௣ሺܣଵ, ଶሻܣ ൌ ଵܣ ת ଵܣଶܣ ׫ ଶܣ                                                     ሺ1ሻ 

 

The value ܵ௣ is a positive value between 0 and 1 where values of ܵ௣ closer to 1 
represent higher similarity between A1 and A2. 

In Table 6, we show all of the similarity patterns that can happen between the two 
subset of process based on fundamental ontological constructs (we just show stable 
state space and transformation space constructs based on GPM, because we want to 
analyze behavioral similarities between process fragments and structural similarity is 
not our concern in this paper).  

In Table 6, the first row is equivalent to our definition for morphological fragments. 
It means that two fragments are behaviorally identical if their stable state space and 
transformation sets are equivalent (have full similarity double side pattern). In the 
other words, the order of events does not matter.  The only important point is that 
their internal event space (transformation set) is equivalent and they have equal start 
and end nodes (stable state space). So, the first row of highlighted part of Table 6 
describes full similarity. Also, we can define some degree of similarity between mor-
phological process fragments. If 1T and 2T be transformation sets of process frag-
ments 1F  and 2F  respectively, then we can define the degree of the similarity be-
tween these two process fragments using ߙ:    

                                     (2) 

The two fragments 1F and 2F have fully- similarity if their degree of the similarity is 
equal to 1 ( 1),( 21 =ppSp ). The reasons that why we do not consider the other parts of 
Table 6 as morphological fragments is discussed in Section 5.2. 
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5 Discussion 

In this section, we analyze the running example of Section 2.3 based on the proposed 
morphological fragment definition. For this purpose, we compare this running exam-
ple to three other purchasing systems that are similar to the system in our example. In 
this section, we analyze the running example of Section 2.3 based on the proposed 
morphological fragment definition. For this purpose, we compare this running exam-
ple to three other purchasing systems that are similar to the system in our example. 

Table 7 shows the ontological representation of all these four systems. Now, using 
the morphological fragment definition (Definition 6), we show how some structurally 
different sub-processes of these purchasing processes can be considered to be similar. 
These fragments are shown in Figure 3. All fragments start and end with the same 
activities "filling request form" and "department manager confirmation", respectively. 
Regardless of their order or composition, the set of internal activities of all these 
fragments are identical. However, the order and relationships of them are different. 
All of them check the validity of the purchase request and check the existence of the 
goods in stock, each in their own way. These differences can be due to various rea-
sons and can effect efficiency and performance of the process. For example, one man-
ager may decide that checking the stock and doing the financial calculations should be 
done in parallel and another might decide that it should be done sequentially.  
Undoubtedly this decision will affect various execution characteristics of the process, 
e.g. time to completion. By identifying similar morphological fragments, one can 
 

 
Fig. 3. Four similar fragments corresponding to systems that are shown in Table 3 

a) System S1 

b) System S2 

c) System S3 

d) System S4 
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determine various quantifiable measures for these fragments and use them for the 
purpose of process improvement. For instance, given the fragments start and end with 
the same activities, one can decide to replace one morphological fragment with anoth-
er similar morphological fragment in the hopes to reduce the time to completion. As 
well, other criteria such as complexity, and cost can be used for optimizing processes 
through morphological fragments. It should be noted that existing definitions of 
process fragments as given in Table 2 do not support for this important point.  

5.1 Analysis of Degree of Morphological Similarity 

The use of the morphological fragment definition can lead to insights for organizations 
that cannot be otherwise obtained if a strict fragment definition is employed. Under real 
world scenarios, the number of exact fragments that can be mined may not be numerous; 
therefore, one can use the degree of morphological similarity (ߙ in Equation 2) in order 
to relax the requirements to some extent. Two fragments are morphologically identical if 
their ߙ similarity is equal to 1. Likewise, two fragments are completely dissimilar if ߙ ൌ 0. Otherwise, there is a degree of morphological similarity where degrees closer to 1 
represent higher similarity between the identified fragments. 

With regards to the criteria shown in Table 3, we can note the following points:  

• The morphological fragment definition imposes structural restriction on the 
process input, i.e., the input process should be connected. 

• The definition does not have any ambiguity and is clearly defined; therefore, 
does not leave room for different interpretations. 

The definition is deterministic and would lead to the same set of morphological 
fragments given a similar value for ߙ.   

5.2 Stable States of Morphological Fragments 

There are two reasons why we only consider the first tow of Table 6 and not the other 
three other rows of Table 6 in our morphological fragment definition: 

• First, the primary goal of eliciting morphological fragments is business 
process improvement and/or reusability. For this purpose, the most important 
property of morphological fragments is composability. Therefore, having the 
same input and output activities for morphological fragments can significant-
ly facilitate replacement and composition of process fragments.  

• Morphological fragments do not necessarily guarantee full goal compatibility 
but rather they point to sub-processes that are likely to be related to similar 
goals/objectives but this might not be necessarily the case. It should be noted 
that we would relax attention to accuracy and full compatibility for the sake 
of finding more potential matches. 

• In many cases, if there is partial similarity between two fragments, it is poss-
ible by taking a window of smaller size on the main process, to reach to full 
similarity-double side. For example, imagine that we have two fragments: 

>=< HGDEFCBAF ,,,,,,,1 and >=< AGFEDCHMF ,,,,,,,2 . These fragments are 
not morphological fragments because their stable states are not equals. How-
ever, if take a window of smaller size on these fragments, these morphologi-
cal fragments can be achieved: >=<′ GDEFCF ,,,,1 and >=<′ GFEDCF ,,,,2 . 
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6 Conclusion 

In this paper, we have systematically analyzed various definitions of process frag-
ments and compared them based on three criteria: structural restriction on input, am-
biguity and determinism. We further formally analyzed the definitions based on 
Bunge’s ontological model and its process representational model, GPM. We ex-
tracted the most important features of these definitions and formalized a precise defi-
nition for process fragments, called morphological fragments. Morphological frag-
ments can be valuable for cross-organizational mining and especially useful for 
process improvement in peer-organizations when the processes are similar but not 
completely identical. 
As future work, we are interested in pursuing the following three areas: 

• Designing algorithms that can automatically detect morphological fragments 
from existing families of process models. 

• Extracting common morphological fragments directly from collections of 
event logs as opposed to formal business process models. 

• Providing a more operational definition for morphological fragments. In this 
case, the goal is to find fragments, which are operationally identical even if 
the set of activities are not the same. 
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