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SUMMARY

Rare earth zirconia-based electrolytes were investigated by molecular dynamics simulation in a spanning temperature of
1373K to 1873K in order to evaluate whether dopant size plays any role in ionic conductivity of oxygen ions. A new as-
pect of vibrational analysis was introduced to explain trend of the slope of Arrhenius plots (migration movement barrier,
MMB). Vibrational spectra of atomic trajectory of cations and anions were calculated by Fourier transform analysis. The
result demonstrates that electrolyte with smaller dopant suggests lower vibration in hopping plate cations (HPCs) and
was verified by Zr4+ mean square displacement (MSD). Result of MSD indicated that dopant which is heavier (atomic
mass) than Zr implies higher movement (or vibration). Thus, dopant vibration is responsible for MMB. A simple well-
defined model was applied to investigate activation energy of oxygen ion hopping. It was found that lower vibrating
HPC electrolyte deduces lower activation energy. First peak of O–O radial distribution function and 001 density distribu-
tion of oxygen ions claimed activation energy of oxygen hopping has direct correlation with oxygen scattering in the lattice
structure. Thermal expansion and heat capacity as well were studied as important factors in heating operation. Although,
results did not show relation between dopant size and these two thermal factors, it was found a linear relation between
van der Waals and kinetic energy, respectively. Copyright © 2016 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In the recent century, as the industry has been growing,
consumption of carbon-containing fuel has extensively
increased. This huge rate of burning fuel has resulted from
two grand challenges in front of world society. Global
warming and reduction of energy sources are the signifi-
cant challenges. Discovering the problem and public
awareness for environmental protection led to enormous
research fields concentrating on the alternative
renewable-energy technology such as wind turbine, photo-
voltaic, micro-turbine, fuel cell, etc.

Fuel cell is one of the most promising technologies,
which converts gaseous fuels (hydrogen, natural gas, and
gasified coal) via an electrochemical process directly into
electricity. Research work in the field of fuel cell technol-
ogy has grown exponentially [1] because of its chief

advantages that are high efficiency, flexibility of operation,
continuous energy production, and low pollutant emission.

Among different types of fuel cell, solid oxide fuel cell
(SOFC) is the most efficient energy generator constructed
from a solid oxide electrolyte. Because of high operating
temperature, fossil fuels can be reformed within the cell
stack, eliminating the need for an expensive and external
reformer. Additionally, utilizing a variety of hydrocarbon
fuels from renewable fuel such as biomass (fuel flexibility)
[1] and possibility of exploiting a wide range of applica-
tions, ranging from portable power units to stationary
power cogeneration systems [2], are other great advantages
of SOFC in comparison with other types of fuel cells.

Although operating at a high temperature has some
advantages, it limits commercializing SOFC. Operating at
high-temperature demands applying expensive materials
for fuel cell interconnectors, long start-up time, and large
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energy input to heat the cell up to the operating temperature
[3]; thereby, the major concern is to reduce the temperature.
As shown previously, it is impossible to solve the problem
without deep understanding about electrolyte [4]. Actually,
at the top of ‘electrolyte analysis’, investigating the behavior
of ‘oxygen ion’ is the foremost criteria in SOFC electrolyte.
There has been a debate what the principal barrier against
oxygen ion hopping is. As the current research demonstrates,
there may be a relation between the oxygen ion hopping and
vibration of neighbor cations. In addition, the activation
energy was modeled to rationalize barrier against oxygen
ion hopping. We are also enthusiastic over knowing whether
any relation is observed between ionic size of dopant and
oxygen movements. Accordingly, some rare-earth dopants
were selected to study this relation.

High operating temperature also demands to inspect ther-
mal expansion and heat capacity. In fact, thermal expansion
of cathode, anode, and electrolyte must be matched together.
This important property limits selection of materials. Be-
sides, heat capacity of electrolyte provides some information
about the electrolyte heat response. In other words, because
of showing howmuch energy one electrolyte requires chang-
ing its temperature, heat capacity comes into effect. Overall,
these thermodynamic properties are important in startup op-
eration. The current research attempts mainly to answer this
question if there is any relation between these thermody-
namic properties and size of dopant.

The main requirements for an electrolyte are high ionic
conductivity, low electronic conductivity, stability in both
oxidizing and reducing environments, good mechanical
properties, and long-term resistance under operating condi-
tion [3]. According to the wide application, zirconia-based
electrolytes have attracted more attention than other
oxygen-ion conductors [5]. Zirconia-based electrolytes
are generally electronic insulator materials because a
closed shell electronic structure of each ion prevents move-
ment of electrons. At high enough temperature, the ions
translate through the solid, so-called ionic conductivity.
Such ion conductor materials at temperatures below the
melting point exhibit a liquid-like motion while they are
in solid phase. This unusual behavior has attracted great at-
tention to this group of materials [6].

From empirical point of view, various approaches have
been proposed to enhance the ionic conductivity of zirconia-
based oxide electrolytes with composition variation. Ex-
perimental studies suggest that oxygen ion conductivity in
doped zirconia depends on ion size of the dopant cation as
well as its concentration. In the literature, some people have
recognized that size difference has influence on the energy
of association [7,8]. Furthermore, Arachi et al. [9] have re-
ported conductivity of the systems containing ZrO2–Ln2O3

(Ln= lanthanides) decreases with ion radius of dopant. Re-
ally, effect of dopant size has been studied experimentally,
but in this study, there was an attempt to investigate the ef-
fect of rare-earth dopant size, which is not considered before
theoretically, and introduce some new analysis methods by
MD simulation in order to explore ionic conductivity beha-
vior of such electrolytes.

Studying zirconia-based electrolyte can be carried out
by computer simulation that is considered as a supplement
to experiment. Simulation acts as a bridge between micro-
scopic and macroscopic world. Computer simulation by a
theoretical model containing the interactions between
atoms, molecules, and ions as an input is able to predict
the properties of a system.

Conducting molecular dynamics (MD) simulation be-
fore experimental studies provides deep insight into the ef-
fective variables of the system. Furthermore, because
experimental examination is based on trial and error and
solid oxide electrolyte materials are expensive, it is more
appropriate to use MD technique to predict material
characteristics.

The early molecular dynamic studies in the field of zir-
conia based solid oxide electrolyte focused on oxygen dif-
fusion in YSZ electrolyte [10–14]. In such studies, effect
of temperature on oxygen diffusion was introduced as typ-
ical analysis [15–20]. One of the first MD simulations stud-
ies on the subject of the effect of rare-earth dopant (Yb) on
ionic conductivity of zirconia based electrolyte was carried
out by Pramananda et al. [21]. In fact, this study introduced
the rare-earth dopant as a promising material to improve
ionic conductivity of oxygen ion. The other studies in this
field concentrated on the effect of combination of two
different dopants [22–24]. Actually, brilliant effect of
rare-earth material on oxygen diffusion motivated follo-
wing studies to apply a combination of dopant in such elec-
trolytes. Accordingly, in the present study, we focus on
these materials and attempt to investigate their ionic con-
ductivity behavior. With this regard, in the current work,
detailed investigation on the effect of rare-earth dopant on
zirconia-based electrolyte was carried out using MD with
the following main goals:

• Presenting and comparing rare-earth electrolyte
materials

• Studying the effect of temperature on ionic conductiv-
ity of target electrolytes

• Investigating ionic conductivity and its relation with
dopant size

• Analyzing the conductivity behavior of electrolytes
with respect to their structure

• Introducing a new aspect of applying vibrational
spectra

• Modeling activation energy in order to analyze solid
oxide electrolyte

• Calculating two important thermodynamic properties,
thermal expansion and heat capacity

2. SIMULATION METHOD

Molecular dynamics simulations were performed on a cubic
box with edges of 16Å containing 324 ions of zirconia
developed from crystallographic unit cells [25]. Yb, Er,
Gd, Nd, Pr, and La ions were doped on zirconia to construct
the doped solid oxide electrolyte. In fact, maximum ionic
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conductivity occurs about 8–9mol% of dopant B2O3 [5]. As
a result, this pilot study constructed all electrolytes at 8mol%
of rare-earth dopant. In addition, results of simulation were
compared with the reported experiments [26–30]. Ewald’s
summation (with precision of 1 × 10�5) [31] represents
long-range electrostatic interactions with full formal ion
charges and Born–Mayer–Buckingham potential [32]
illustrate short-range interactions:

φ rij
� � ¼ Aijexp � rij

ρij

 !
� Cij

r6ij
(1)

where Aij, Cij, and ρij are the potential coefficients and rij
demonstrates the distance between i and j ions. Table I lists
short range potential parameters [33]. Cation–anion interac-
tions followed Born–Mayer–Buckingham potential [33] in
addition to the long-range electrostatic interactions. Cation–
cation interactions were considered to be only Columbic.
Simulations at all temperatures were performed in two stages.
First, isobaric–isothermal (NPT) ensemble with crystallo-
graphic structure as initial configuration was applied. NPT
simulations were carried out to control the cell volume vibra-
tion with temperature. Berendsen thermostat and barostat
[34] controlled temperature and pressure every 0.1 ps and
1 ps, respectively. Second, the final structure of the first stage
was used as initial configuration for canonical ensemble
(NVT). This stage was carried out to compute mean square
displacement (MSD) by applying the same thermostat at each
temperature. All simulations were continued up to 10 ns with
a time step 1 fs. Verlet algorithm [35] was applied for MD
simulation integration method. The cut-off distance was 8Å
for both series of simulations (NPT and NVT), all carried
out by DL_POLY 2.17 simulation package [36,37].

The diffusion coefficient, D, was calculated from MSD
via Einstein’s equation [38]:

1
N

XN
i¼1

ri tð Þ � ri 0ð Þ½ �2 ¼ 6Dt þ B (2)

where ri is atomic position, t represents time, N
corresponds to the total number of the atoms, and B is a

constant. MSD plots versus time support the diffusion
coefficient values that can be used in order to evaluate
ionic conductivity, σ, using Nernst–Einstein relation [38]:

σ ¼ nq2D

kHRT
(3)

that n represents concentration of mobile ions, q is ionic
charge, k is Boltzmann constant, T is temperature, and
HR is Haven ratio equal to 0.65 [39].

Arrhenius equation presents the variation of ionic con-
ductivity with temperature [26]:

σ ¼ σ0 exp �Ea

kT

� �
(4)

where Ea is the activation energy of migration, means
migration movement barrier (MMB) of ions, and σ0 is
pre-exponential factor.

Fourier transform of trajectory can be obtained
from [40]:

R ωð Þ ¼ ∫ri tð Þe�J ω πtdt (5)

where ω is frequency and J is equal to
ffiffiffiffiffiffiffi�1

p
.

Analyzing atomic correlation is performed by radial dis-
tribution function (RDF):

gi;j rð Þ ¼ V

Nj

Nj rð Þ
4πr2Δr

(6)

where V is cell volume, Nj is total number of j atoms, and
Nj(r) is the number of j atoms in a spherical shell of Δr
around i atoms.

Isobaric expansion coefficient [41] is defined as:

α ¼ 1
V

∂V
∂T

� �
p

¼ ∂lnV
∂T

� �
p

: (7)

This property can be readily obtained from temperature
dependence of volume by conducting constant pressure
simulations at several temperatures.

Heat capacity at constant volume [42] can be calculated
from:

Cv ¼
E2
� �� Eh i2

NkT2 (8)

where E is total energy and bracket indicates an
average value.

Table I. Potential parameters [33].

Interaction Aij (eV) ρij (Å) Cij (eV Å6)

M–M 0 1 0
Zr–O 1453.80 0.3500 0
O–O 22 764.30 0.149 27.88
Yb–O 1309.60 0.3462 0
Er–O 1739.91 0.3389 17.55
Gd–O 1336.80 0.3551 0
Nd–O 1379.90 0.3601 0
Pr–O 2025.54 0.3427 13.85
La–O 1439.70 0.3651 0
Y–O 1345.10 0.3491 0

*M=Y, Yb, Er, Gd, Nd, Pr, La, and Zr.
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3. RESULTS AND DISCUSSION

3.1. Transport property

One of the most considerable parameters, which plays a
critical role in selecting an electrolyte for SOFC applica-
tion, is ionic conductivity. Dopant ionic size and tempera-
ture are two factors that imply great influence on ionic
conductivity of electrolyte. In order to investigate these
factors, a set of rare-earth zirconia-based electrolytes under
spanning range of operating temperature (1373–1873K)
was simulated by MD. Aimed systems are Ytterbium stabi-
lized zirconia (YbSZ), Erbium stabilized zirconia (ErSZ),
Gadolinium stabilized zirconia (GdSZ), Neodymium stabi-
lized zirconia (NdSZ), Praseodymium stabilized zirconia
(PrSZ), and Lanthanium stabilized zirconia (LaSZ). Ionic
radius of each dopant was reported in Table II.

Before studying the effect of ionic size on ionic conduc-
tivity, the validity of simulation results was examined that
is a very necessary part of investigation. Comparing the
results of simulation with experimental data verified simu-
lation results, see Figure 1. The results came to appreciable
agreement with experimental data claiming on the accept-
ability of simulation procedure. MD simulation of LaSZ
over-predicted the ionic conductivity compared with
experimental data that can be explained by grain boundary.
In this study, the grain boundary effect was not included in
structural configuration and bulk ionic conductivity was
the main target.

Arrhenius plot of zirconia-based electrolyte always im-
plies a linear trend from a low-temperature region to high
operating temperature. In addition, simulation at elevated
temperature (1373–1873K, 1100–1600 °C) suggests lower
simulation costs. Therefore, it is reasonable to carry out
simulation at higher temperature and then extend it to the
low temperature region. However, we conduct a simulation
at the low temperature region (773K, 500 °C) for LaSZ,
NdSZ, and GdSZ as typical samples to verify this claim;
see Figure 1.

As explained before, size of dopant and operating temper-
ature affect ionic conductivity of an electrolyte. There is an
attempt to show these two effective factors with a plot as
can be seen in Figure 2. According to Figure 2, temperature
dependence of ionic conductivity showed an Arrhenius
behavior in accordance with previous studies (see also
Figure 1) [26–30]. Ionic conductivity trend toward dopant
size exposed different characteristics from low operating
temperature to high operating temperature. Surprisingly, it
was observed at low and intermediate temperature region
ionic conductivity values of LaSZ and YbSZ are higher than
commercial electrolyte, YSZ. The slope of Arrhenius plot is
responsible for such behavior. Therefore, investigating the
effective parameter of this property may help to find appro-
priate electrolyte in the future.

According to Badwal’s study [5], ionic size of dopant
plays a significant role in ionic conductivity of electrolyte,
but the trend at low temperatures is not the same at high
ones, see Figure 2. Therefore, the current study investi-
gates the slope of Arrhenius plot because it can be charac-
teristic for the ionic conductivity and does not rest on
temperature. Actually, slope of Arrhenius plot shows the
dynamic behavior of particle in the electrolyte at the low
temperature region. Figure 3 shows the MMB (slope of
Arrhenius plot) of the electrolytes as a function of ionic
size of dopant. It can clearly be seen that there has been a
noticeable increase in slope of ionic conductivity until
110.9Å followed by a marked decrease after this point.
Now, the question is what occurs and why we observe such
behavior. Answering to these questions demands to recog-
nize structural behavior of the electrolytes.

Table II. Ionic radius of rare earth ion [43].

Ion Ionic radius (pm)

Yb3+ 98.5
Er3+ 100.4
Gd3+ 105.3
Nd3+ 110.9
Pr3+ 112.6
La3+ 116.0

Figure 1. Arrhenius plots of ionic conductivity in comparison
with experimental data for some studied electrolyte [26–30].

Figure 2. Arrhenius plots of ionic conductivity for simulated
electrolytes.
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3.2. Structural analysis

3.2.1. Atomic vibration
In order to explain the new method of atomic vibration

analysis, it is vital to classify oxygen ion into dynamic
oxygen ion (DOI) and static oxygen ion (SOI). Actually,
those oxygen ions hopping to vacancy are called DOI
and the other oxygen ions, which only vibrate in their loca-
tions, are SOI. We believe dynamic behavior of oxygen
depends on vibration of cation and anion. Accordingly,
in current research, a traditional method was used that is
applicable in analysis of mechanical vibrations. The idea
of this analysis stems from considering cations as vibrating
units and using the vibration analysis to understand the
behavior of lattice structure. DOI and free space between
the cations were under consideration to demonstrate the ef-
fect of cation vibration on oxygen ionic conductivity. In-
deed, DOI should hop through the cation plate to result
in ionic conductivity through the electrolyte [23]. Subse-
quently, accessible free space between cations plays an
inevitable role in oxygen hopping process. Logically, we
believe vibrating cations fill the free space in the lattice;
the least cation vibration one electrolyte has the most ionic
conductivity it may experience.

Analysis with this method was divided into two
steps: (i) evaluating vibrational spectra and (ii) finding
the behavior of the cation plate. Vibrational spectra
can be calculated from Fourier transform of atomic tra-
jectory [44]. Using these spectra helps to compare the
vibration of different cations in target electrolytes. In
this study, a DOI was selected randomly and vibrational
spectra of cations surrounding in cubic shape were con-
sidered. A DOI should cross through the face of
surrounded cube. Accordingly, the cation lattice
encompassing DOI from the perspective of hopping
plate was divided into: (i) cationic plate through which
DOI hops naming hopping plate cations (HPC) and (ii)
other cations which DOI does not cross through their
plate and are named non-hopping plate cations (NHPC),
both illustrated in Figure 4. Vibrational spectra of HPC
and NHPC were plotted in Figure 5. As can be clearly

seen, vibration of HPC was higher than NHPC; thus,
cation vibration is a barrier against oxygen hopping.
In other words, such vibration restricts the accessible
oxygen crossing area.

A comparison between HPC of YbSZ and NdSZ elec-
trolytes with the highest and lowest MMB, as a typical
sample, is shown in Figure 6. This figure clarifies the effect
of cation vibration on oxygen MMB. According to vibra-
tion amplitude, vibration of cations in YbSZ electrolyte is
lower than NdSZ. Consequently, it is reasonable to con-
clude a low oxygen MMB of a system sheds light on free
space or accessible surface area.

Figure 3. Slope of Arrhenius plot for simulated electrolytes.

Figure 4. Scheme of HPC and NHPC.

Figure 5. Vibrational spectra of HPC and NHPC at 1373 K.

Figure 6. HPC of NdSZ versus YbSZ at 1373 K.
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Unlike to cations, we expect the electrolyte with lower
oxygen MMB exposes higher oxygen ion vibration because
vibration of oxygen conducts hopping process. Figure 7
shows the vibration of oxygen ion of the lowest and the
highest MMB, i.e. YbSZ and NdSZ. As figure demonstrates,
the electrolyte with the lowest oxygen MMB has the highest
oxygen vibration. To sum up, the greater oxygen vibration
and the lower HPC vibration one electrolyte has, the higher
ionic conductivity it may experience.

Studying the vibration of cation assists to define a prop-
erty entitled ‘activation energy’. Vibration of cations
causes to increase activation energy of the hopping oxygen
from its site to the nearest vacancy site. Consequently, in-
vestigating activation energy may provide valuable infor-
mation about the MMB of oxygen in the systems.

3.2.2. Modeling the activation energy
There was an attempt to interpret MMB trend of elec-

trolyte. Thus, a simple model was provided to clear up
unknown part of oxygen MMB trend. This model only
considers one cube with four cations on corner points and
one DOI on the center of the cube. We assume the cations
are fixed in their position. In addition, repulsive and attrac-
tive forces are exerted on DOI to calculate hopping activa-
tion energy. Total force acting on each cation must be
balanced to stabilize them in their position. Thus, some
negative charges, which are because of neighboring oxy-
gen, should be considered on each cationic site to neutral-
ize the modeled cube structure. The charge of each cation
was noted by a and the central oxygen charge which
should be distributed over the cations was noted by b; the
amount of negative charge of adjacent oxygen, given as
c, is calculated by c= a� b. The distributed central oxygen
charge, b, is calculated as below:

Each Zr4+ requires four negative charges while dopant3+

needs three negative charges to be stable; as a result, 4
3þ4

of central oxygen charge is considered for each Zr4+ and
3

3þ4 for each dopant. Therefore, by considering formal oxy-

gen charge, the portion of Zr4+ cation is 4
3þ4�2 ¼ 1:14 and

3
3þ4�2 ¼ 0:86 for dopant3+. Besides, as Figure 8a shows,

the oxygen is surrounded by four Zr4+ and four dopant3+;
it can be concluded that the portion for each Zr4+ and each
dopant3+ is 1:14

4 ¼ 0:29 and 0:86
4 ¼ 0:21, respectively. Ac-

cordingly, 4� 0.29 = 3.71 (c= a� b) and 3� 0.21 = 2.79
(c= a� b) negative charges are located on each Zr4+ site
and each dopant3+ site, respectively. At the beginning, ox-
ygen ion is located in the relaxation point of the lattice
and then moves through the plate. It is also assumed that
oxygen ion crosses through the minimum point of energy
of any plate (see Figure 8a); as a result, cube faces, which
surround anion, play the main role in anion transferring.
At present, the question is which cube face is the most fa-
vored for oxygen crossing.

Each cube has six faces, but according to the configura-
tion applied in this study, there are only two different
plates, see Figure 8b. Thus, there are two scenarios for ox-
ygen crossing through the plate (plate 1 and 2 in Figure 8
b): a) moving from its relaxation point to the minimum en-
ergy point of the plate 1, b) or plate 2. The model showed
scenario 1 is more probable because its energy is lower
than scenario 2; accordingly, plate 1 was selected to com-
pare activation energy of oxygen hop in each electrolyte.
Activation energy of oxygen hopping was calculated from
the difference between oxygen relaxation energy in each
system from its minimum energy of plate 1:

ΔEi ¼ Erelaxationi � Eplate1i (9)

where Erelaxation is the energy at relaxation point, Eplate1 is
the minimum energy calculated from scenario 1, and i
shows aimed electrolyte.

Modeled activation energy of electrolytes was reported
in Figure 9. As one can see, the activation energy follows
the same trend as MMB plot, Figure 3. Now, it is clear,
to some extent, that DOI in NdSZ system needs more en-
ergy to cross through its plate. It also agrees with the result
of vibrating cations. Consequently, it may be reasonable
that the higher MMB one electrolyte has, the higher activa-
tion energy it experiences.

3.2.3. Oxygen ion distribution and structure
ordering

A solid-state structure like zirconia prefers to be in
an ordered form. Dopant with a lower ionic charge cre-
ates defects in the zirconia structure. Such defects at-
tract oxygen ions and obligate them to hop. However,
oxygen ions do not move in an electrolyte without
any limitation. They just move in an identified direction
and stand in particular sites. Now the main challenge is
any relation between the oxygen MMB and structure
ordering. Figure 10 shows distribution of cation for
YbSZ, NdSZ, and LaSZ along 001 direction. The figure
shows YbSZ has a tighter distribution than NdSZ and
LaSZ. As mentioned already, the electrolyte with higher
MMB has higher cationic vibration; thus, higher
disordering is expected. This high disordering in such
systems may cause high-scattered cation in the system.

Figure 7. Oxygen vibrational spectra of NdSZ versus YbSZ at
1373 K.
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In addition, oxygen is confined between the corner
cations in the lattice; hence, disordering of cations leads
to disordering of the oxygen in the electrolyte as shown in
Figure 11.

3.2.4. RDF analysis
Another structure analysis, RDF, was used to investi-

gate how particles distribute around a specific particle. As
discussed above, oxygen ions of the highest oxygen
MMB system experience the highest scattering in lattice
space. Low height of peak with wide distribution in RDF
plot points to the high-scattered particles. Pair correlation
function of O–O supports the trend of oxygen distribution
in each electrolyte. As shown in Figures 12a and b, height
of first peak in each electrolyte results a trend in contrast to
oxygen MMB plot (Figure 3), i.e. high MMB system
enjoys a high scattered oxygen. In addition, this result is
in agreement with the distribution in 001 direction,
Figures 10 and 11.

3.2.5. MSD of cations
Disordering of electrolytes was investigated by 001

density distribution and RDF of O–O pair. MSD analysis
is a powerful tool to investigate the movement of ions.
From the other side of view, MSD plot may give some
information that sheds light on atomic vibration. It is

proposed that the higher vibration one system has, the
higher MSD it may experience. Therefore, MSD plot of
cations (especially Zr4+) may also confirm vibration
discussed above. Figure 13 compares MSD of Zr4+ of tar-
get electrolytes. As the figure shows, MSD of NdSZ is
greater than YbSZ; as a result, the vibration or movement
of NdSZ is also high.

Figure 8. a) Scheme of activation energy b) two probable plates for oxygen hopping.

Figure 11. Atomic density of oxygen ions in 001 direction at
1373 K.

Figure 9. Modeled activation energy for studied electrolytes. Figure 10. Atomic density of cations in 001 direction at 1373 K.

New aspect of vibrational spectra explains the behavior of electrolyteM. Razmkhah, M. T. Hamed Mosavian and F. Moosavi

1718 Int. J. Energy Res. 2016; 40:1712–1723 © 2016 John Wiley & Sons, Ltd.
DOI: 10.1002/er



It was discussed that high vibration behavior of parti-
cles decreases the ionic conductivity especially at the low
temperature region as can be seen in Figure 2. Vibration
of cations, to some extent, may fill the vacancy and con-
tract the free space for oxygen hopping. Therefore, there
is an attempt to know the vibration of which cation is
greater in an HPC plate (dopant3+ or Zr4+). Knowing this
parameter helps to find the cation in HPC that limits
oxygen-hopping process. Accordingly, MSD of HPC cat-
ions was plotted for YbSZ in Figure 14 as a typical sample.
It is observed that MSD of Yb3+ (dopant) is higher than
Zr4+. Consequently, movement of dopant is higher than
Zr4+ and vacancies may be affected by dopant vibration.
In other words, higher movement (or vibration) of dopant
may restrict oxygen ion hopping.

3.3. Thermodynamic properties

3.3.1. Thermal expansion
One of the most important factors that must be considered

for a solid oxide electrolyte is thermal expansion obtained
from the slope of lnV versus T. The results of thermal expan-
sion are represented in Figure 15 for target electrolytes.
These results display a quite erratic trend with size of dopant
and are difficult to rationalize. As Wei et al. [45] mentioned,

change of volume is affected by van der Waals interaction.
Accordingly, thermal expansion may depend on van der
Waals interaction, too. Thus, van der Waals energy would
help to know what happens if dopant changes in the electro-
lytes. However, thermal expansion is a property which is cal-
culated in a range of temperature not at a constant
temperature. For that reason, thermal expansion is plotted
versus the van der Waals energy changes (ΔEvdw) as

Figure 12. a) Radial distribution function of O–O versus distance b) height of first peak of each electrolyte at 1373 K.

Figure 13. MSD of Zr4+ at 1373 K. Figure 14. MSD of cations for YbSZ at 1373 K.

Figure 15. Thermal expansion for studied electrolytes.
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Figure 16 shows in detail. Actually, ΔEvdw was calculated
over the range of studied temperature. As it is observed, ther-
mal expansion has a linear relation with ΔEvdw.

3.3.2. Specific heat capacity
Because of operating at high temperature, heat transfer

is important in SOFC. Therefore, the information about
heat capacity is vital to analyze heat transfer. Heat capacity
is an applicable and useful parameter to calculate thermal
diffusivity coefficient and has influence on startup time of
fuel cell operation. In addition, zirconia-based solid oxide
electrolyte with cubic structure exploits the utilization as
a nuclear fuel [19]. Some thermal properties such as low
thermal conductivity and high heat capacity must be
considered for these purposes. Consequently, investigating
heat capacity seems sound. The results of calculated heat
capacity of all electrolytes as function of dopant size at
the studied temperature range are reported in Figure 17.
The results also explain quite erratic trend. We know that
specific heat capacity is defined as the amount of heat
treated to material to increase its temperature by a unit tem-
perature (per mole). If we consider two materials with high

and low heat capacity values, then at constant heat rate the
highest specific heat capacity one electrolyte has, the
lowest temperature changes it should witness. We also
know kinetic energy of the particle depends on tempera-
ture; consequently, it may be reasonable that specific heat
capacity correlates with kinetic energy change (δK.E).
The result of heat capacity as a function of δK.E is depicted
in Figure 18. As can obviously be seen, the specific heat
capacity has linear correlation with kinetic energy.

4. CONCLUSIONS

Rare-earth zirconia-based electrolytes were investigated by
molecular dynamics simulation in a spanning temperature of
1373K to 1873K in order to evaluate dynamic, structural,
and thermal properties of electrolytes. Arrhenius plot of each
electrolyte implies a dissimilar trend from low temperature to
high one because of their different slopes. Consequently, a
new aspect of applying vibrational spectra was performed to
clear the darkness behind the observed slope of Arrhenius
plots. Vibrational spectra of an atomic trajectory of cations
and anions were examined by Fourier transform analysis of
trajectory. Electrolyte with lower value of MMB points to
lower vibration in HPCs, which was verified by Zr4+ MSD.
From MSD, although the atomic mass of dopant is higher
than Zr, its movement (vibration) in HPC is higher than Zr
ion. Therefore, dopant vibration is responsible for MMB.
There was also conducted a simple well-defined model to cal-
culate activation energy of hopping oxygen ion to the first
nearest neighbor vacancy. A system with lower vibrating
HPC implies lower activation energy of oxygen. First peak
of O–O radial distribution function and 001 density distribu-
tion of oxygen ions claimed activation energy of oxygen hop-
ping has direct correlation with oxygen scattering in the lattice
structure. The higher activation energy one electrolyte has the
higher vibrating HPC and oxygen scattering it experiences.
Thermal expansion and heat capacitywere studied as important
factors in heating operation. As a brilliant result, it was clear
that thermal expansion and heat capacity have a direct linear
relation with van der Waals and kinetic energy, respectively.

Figure 16. Thermal expansion as a function of van der Waals
energy changes.

Figure 17. Heat capacity for studied electrolytes.

Figure 18. Heat capacity as a function of kinetic energy
changes.
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NOMENCLATURE

Ea = Activation energy
r = Atomic position
ρ001 = Atomic density
k = Boltzmann constant
φ = Born–Mayer–Buckingham potential
V = Cell volume
n = Concentration of mobile ions
D = Diffusion coefficient
rij = Distance between atoms i and j
B = Einstein’s equation constant
Erelaxation = Energy at relaxation point
ω = Frequency
R = Gas constant
HR = Haven ratio
Cv = Heat capacity
q = Ionic charge
σ = Ionic conductivity
Eplate1 = Minimum energy calculated from

scenario 1
Nj(r) = Number of j atoms in a spherical shell
Aij = Potential parameter
Cij = Potential parameter
ρij = Potential parameter
σ0 = Pre-exponential of Arrhenius equation
p = Pressure
gi,j(r) = Radial distribution function (RDF)
T = Temperature
a = The charge of each cation
b = The central oxygen charge
c = The amount of negative charge of

adjacent oxygen
α = Thermal expansion coefficient
t = Time
Nj = Total number of j atoms
N = Total number of all atoms
E = Total energy
R(ω) = Vibrational spectra

List of Abbreviations

NVT = Canonical ensemble
DOI = Dynamic oxygen ion
ErSZ = Erbium stabilized zirconia
GdSZ = Gadolinium stabilized zirconia
HPC = Hopping plate cations
NPT = Isobaric–isothermal ensemble
δK.E = Kinetic energy changes
LaSZ = Lanthanum stabilized zirconia
MSD = Mean square displacement
MMB = Migration movement barrier
MD = Molecular dynamics
NdSZ = Neodymium stabilized zirconia
NHPC = Non hopping plate cations
PrSZ = Praseodymium stabilized zirconia
RDF = Radial distribution function

SOFC = Solid oxide fuel cell
SOI = Static oxygen ion
ΔEvdw = Van der Waals energy change
YbSZ = Ytterbium stabilized zirconia
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