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• Market Efficiency and Financial Stability between S&P 500 and London Stock Exchange was studied.
• In London Stock Exchange forecasting of monthly stock returns outperforms to the yearly.
• S&P 500 capable for predicting medium or long horizons using real known values.
• Forecasting stock returns in S&P 500 outperforms the London stock exchange.
• We find both markets are efficient and have Financial Stability during periods of boom and bust.
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a b s t r a c t

We investigated the presence and changes in, long memory features in the returns and
volatility dynamics of S&P 500 and London Stock Exchange using ARMA model. Recently,
multifractal analysis has been evolved as an important way to explain the complexity of
financial markets which can hardly be described by linear methods of efficient market
theory. In financial markets, the weak form of the efficient market hypothesis implies
that price returns are serially uncorrelated sequences. In other words, prices should follow
a random walk behavior. The random walk hypothesis is evaluated against alternatives
accommodating either unifractality or multifractality. Several studies find that the return
volatility of stocks tends to exhibit long-range dependence, heavy tails, and clustering.
Because stochastic processes with self-similarity possess long-range dependence and
heavy tails, it has been suggested that self-similar processes be employed to capture these
characteristics in return volatility modeling. The present study applies monthly and yearly
forecasting of Time Series Stock Returns in S&P 500 and London Stock Exchange using
ARMA model. The statistical analysis of S&P 500 shows that the ARMA model for S&P 500
outperforms the London stock exchange and it is capable for predicting medium or long
horizons using real known values. The statistical analysis in London Stock Exchange shows
that the ARMA model for monthly stock returns outperforms the yearly. A comparison
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between S&P 500 and London Stock Exchange shows that both markets are efficient and
have Financial Stability during periods of boom and bust.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Nowadays, investigation of stock markets is an essential part of the nations’ economy, and undoubtedly the greatest
amount of capital is exchanged through stock markets all over the world. Thus, national economy is directly affected by
stock market performance. Owing to the fact that stock market is accessible as a macro and microeconomic activity, people
can take a distinct advantage if they have impressive business acumen and can predict the future status of stock market.
Prediction has been always of considerable necessity in daily lives as a common field of science which specifically deals
with financial issues and stock market exchanges. Not only are stock markets affected by macro-parameters, but also by
thousands of other factors [1].

Stock market is one of the most important parts of capital market which mainly plays a role in attracting and directing
the distributed liquidity and savings into optimal paths so that scarce financial resources are adequately allocated to the
most profitable activities and projects [2]. People who would like to invest in common stock are first required to determine
the real value of the share, and then compare it with the market price. So, one of the important issues in the stock market
is predicted stock price of listed companies and their estimated real value, since prices are a signal to guide the effective
allocation of capital and liquidity which could be considered as a powerful tool in the efficient allocation of resources [3].

Nowadays stockmarket is an important and active part of financial market. Both investors and speculators in the market
would like to make better profits by analyzing market information [4]. The optimal allocation of resources is one of the
most basic economic issues that have concerned natural and legal persons, economic decision-makers and officials involved
in the capital market. Resource allocation is possible when resources are directed toward high returns investments with
rational risk. The important role of the processed data that are combined with a valid measure is quite evident here. Since
the capital market plays an important role in providing financial resources, directing capitals and promoting investments,
measuring the effectiveness of stimuli with high predictive power for active decision-making process is one of the most
important issues in capital markets in many countries [5].

Efficient contracting was the general premise underlying some of the early work on the economic consequences
of accounting method choice [6]. Capital markets research in accounting includes several topics, including research on
earnings response coefficients andproperties of analysts’ forecasts, fundamental analysis and valuation research, andmarket
efficiency tests [7]. Mainstream accounting and economic thought is shaped by classical information economics the study
of normative behavior under full rationality assumptions. While this powerful paradigm has proved instructive‘, it has also
engendered an unfortunate tendency to attribute unlimited processing ability to decision makers [8].

There is a long history of predicting stock returns in finance. This is not surprising because the characterization of
stock return predictability is important for making portfolio allocation decisions and for understanding the risk–return
trade-off and market inefficiency as well. So far, attempts to predict excess returns have produced an enormous literature
documenting that stock returns are predictable by economic variables such as dividend–price ratios, nominal interest rates,
term and default spreads, and an assortment of other indicators. Though there is still some controversy on the predictability
of stock returns due to concerns on spurious regressions, data mining, and instability of return predictability, the prevailing
tone in the literature (e.g., Refs. [9–13]) is that stock returns have a predictable component.

By considering the returns as a time series, most of the forecasting methods utilize statistical models to reveal the
hidden properties in the sequence, such as dependency and data distribution. Several kinds of statistical models, such as
AR process [14], auto-regression moving average (ARMA), Markov process and the artificial neural network model [15],
generalized auto-regression conditional heteroscedasticity (GARCH) model [16,17]. The empirical results indicated that
nonlinear models outperformed linear models [18]. Financial analysts who can effectively process all kinds of information
related to stock market are generally regarded as an important information source for stock investors [19].

A time series can be defined as a chronological sequence of the observed data from any periodical task or behavior,
or activity in fields like Engineering, Biology, Economics, or Social Sciences, among many others. Therefore, the task of
predicting values of the series based on past and present values in order to achieve the information of the underlying model
can be understood under the concept of time series forecasting. Dealing with time series forecasting implies considering
three important aspects, where the first one is the choice of the time periods (or lags) that must be used in order to forecast
the values. The second aspect to take into account is the trend, i.e., whether the time series tends to grow or decrease
considering a long period of time. Finally, the prediction period must be considered. Usually, there exists a tendency to
forecast using short horizons due to the difficulty of utilizing longer periods and, therefore, the results of the former tend
to be more reliable. A time series is a sequence of observations taken sequentially in time (daily, monthly, yearly etc.).
Moreover, prediction horizon can be classified into short-term, medium-term, and long-term. Generally, forecasting tends
toward short-term prediction such as one-step-ahead prediction, since longer period prediction (medium-term or long-
term) is more difficult, and sometimes may not be reliable because of the error propagation. There exist a wide number of
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techniques that have been developed to model and forecast the time series. These techniques can be coarsely grouped into
descriptive traditional technologies, linear and nonlinearmodernmodels, and technologies coming from the soft computing
area. Among all of these technologies, Autoregressive IntegratedMoving Average (ARIMA), by Box and Jenkins, ARMAmodel
is probably themost well known andwidely usedmethod. Themethod combines autoregressive andmoving average terms
into an equation in order to build a linear model to forecast new values. The autoregressive part of the equation relates the
future value to the past and present ones, while the moving average component relates the future value to the errors of
previous forecasting. Nevertheless, the models provided by the ARMA method are simplistic linear models, unable to find
complex subtle patterns in the time series data.

2. Theoretical background and review of literature

Attempts to produce improved forecasts of stock returns have spawned a huge literature that originated from studies
by Campbell [20], Campbell and Shiller [21], Fama and French [22], Fama and French (1989), Ferson and Harvey [23], and
Keim and Stambaugh [24], who provide convincing economic arguments and in-sample empirical results that some of the
fluctuations in returns are predictable because of persistent time variation in expected returns. In sample evidence for
predictability is accumulating as various new variables have been suggested as predictors of excess returns ([25]; Lamont,
1998; [26,27], among others). Out of sample predictability evidence, however, has been much less conclusive. Paye and
Timmermann [28] and Lettau and Van Nieuwerburgh [29] argue that predictability weakened or disappeared during the
1990s. Predictability of future returns using ex ante information (e.g., analyst forecasts) violates market efficiency. Kothari
et al. [30] show that predictability can be due to non-random data deletion, especially in skewed distributions of long-
horizon security returns. Passive deletion arises because some firms do not survive the post-event long horizon.

Bordman and Claude [31] assessed the factors affecting the stock price performance of share issued privatizations. They
confirmed the effect of factors on dependent variable of the research. Egeli et al. [32] examined stock market prediction
using artificial neural networks in Istanbul Stock Exchange. They studied the prediction results of various classic methods
and neural networks patterns and found the superiority of neural patterns over linear patterns. Olson and Mossman [33]
investigated neural network of Canadian stock returns using accounting ratios, and found that the artificial neural network
could be more accurate than other methods. Wang [34] studied the stock price index in Taiwan Stock Exchange and
concluded that existing volatilities among the data demonstrate a trend consistentwith ARCHpatternswhich could enhance
price prediction in case of beingmixedwith artificial neural network. Roh [35] conducted a study and forecasted the volatility
of stock price index in Korea Stock Exchange, and asserted the superiority of the combination of artificial neural network
and time series patterns in prediction over the other patterns.

In economics a problem of the asymmetric information of inefficiency of efficiency market hypothesis still exists [36].
The need to understand the dynamics of complex data coming from the biological, the financial, the environmental or the
medical fields, has promoted the development of many visualization and analysis methods. Some of the linear methods—
such as PCA or Classical Multi-dimensional Scaling—and non-linear methods—such as Stochastic Neighbor Embedding or
Isomapused for this purpose, can have somedrawbacks, like not preserving both local and global scale properties of complex
data or depending on many undetermined parameters. These problems can leave a large part of analysis open to subjective
interpretation [37].

Most of the economic and financial variables could not be predicted so far, since they cannot be accurately known.
Some scholars believe that this unpredictability is rooted in the existence of a random procedure in the time series of these
variables. Recently, structuralmodels, whichwere relatively used to clarify the current conditions, could not be considerably
successful in forecasting. Comparing these models, economists have shown increasing interest in univariate models of time
series in the field of forecasting.

3. The efficient market hypothesis

In our opinion the EMH is simply the attempt to mathematize the idea that normal, liquid, finance markets are very hard
to beat. If there is no useful information in market prices, then those prices can be understood as noise, the product of ‘noise
trading’. A martingale formulation of the EMH embodies the idea that the market is hard to beat, is overwhelmingly noise,
but leaves open the question of hard to find correlations that might be exploited for exceptional profit [38].

Efficient Market Hypothesis (EMH) due to Samuelson [39], Fama [40] and others. Although there exist many forms of
EMH, in broad terms they all assert that a market is efficient if prices immediately, for all practical purposes, reflect all
relevant information about the assets on themarket. The EMH thus requires that, on average, the population is always correct
about the price (even if no single person is) and as new information appears, themarket participants revise their expectations
appropriately to maintain this state of affairs. The degree to which the EMH holds true in practice has been debated in the
academic literature over the course of decades. The observation that perfectly efficient asset prices imply purely random
price fluctuations, and the subsequent conflicting rejection of the random walk property of observed asset prices [41], the
existence of bubbles and crashes in asset prices [42], and the unusual profitability of simple technical strategies, are among
the key sources for criticism for the EMH. A conclusion of these studies is that the degree to which markets are efficient
is likely not constant over time. In particular, as new information is being processed by market participants, there is a
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Fig. 1. Efficient market hypothesis.

transient period (of unknown and varying duration) during which price may not reflect true value. In spite of the progress
made on understanding the nature of market efficiency, the actual mechanism by which prices adjust to new information—
i.e. information processing by market participants during the tâtonnement process appears to be relatively unknown. In
particular, to the author’s knowledge there is no comprehensivemathematicalmodel for price discovery based on themarket
participants’ behavior [43] (see Fig. 1).

4. Financial stability and efficiency

Economic upswings and financial liberalizing policies positively influence efficiency. Cajueiro et al. [44] explored and
deduced a positive impact of financial liberalization on market efficiency in Greece. Our results largely conform to this
previous finding, with two distinct deviations from the pattern. First, theMalaysianmarket shows lower efficiency following
the Asian financial crisis. During the Asian financial crisis, the Malaysian government took an unconventional method of
implementing capital controls, which affected investor sentiment in the financial markets and reduced volume of trading
substantially. Illiquidity in the market tends to create inefficiencies, which the Malaysian market experienced [45].

Lim et al. [46] investigates the effects of the 1997 financial crisis on the efficiency of eight Asian stock markets, applying
the rolling bicorrelation test statistics for the three sub-periods of pre-crisis, crisis, and post-crisis. On a country-by-country
basis, the results demonstrate that the crisis adversely affected the efficiency of most Asian stock markets, with Hong
Kong being the hardest hit, followed by the Philippines, Malaysia, Singapore, Thailand and Korea. However, most of these
markets recovered in the post-crisis period in terms of improved market efficiency. Given that the evidence of nonlinear
serial dependences indicates equilibriumdeviation resulted from external shocks, the present findings of higher inefficiency
during the crisis are not surprising as in the chaotic financial environment at that time, investors would overreact not only
to local news, but also to news originating in the other markets, especially when the news events were adverse.

However, on a multi-horizon analysis, an interesting observation is the increase in inefficiency for long-term investors.
Thismay be attributed to an increasing number of retail and shorter horizon investors. A surge in the shorter horizon investor
base, on the other hand, may increase efficiency in the short term but may adversely affect long-term efficiency [45].

5. Research method and research variables

The population of this research includes 350 firms listed in London Stock Exchange and S&P 500 from 2007 until the end
of 2013.
The current study examines, monthly and yearly forecasting time series Stock Returns on London Stock Exchange and S&P
500 over a period from 2007 to 2013 using ARMA model.

6. ARMAmodel

The ARMA model is one of conventional random time-sequence models, invented by Box and Jenkins, known also as
B–J method. There are three basic types of ARMA model: Auto-Regressive (AR) model, Moving Average (MA) model and
Auto-Regressive Moving Average (ARMA) model.
The principle of ARMA mathematical model is as follows.
Let Yt (t = 0, ±1, ±2 . . .) be a stationary sequence with zero average, which satisfies the following model:

Yt − ϕ1Yt−1 − · · · − ϕpYt−p = αt − θ1αt−1 − · · · − θqαt−q, (1)

in which αt , αt−1, . . . , αt−q are stationary white noises with a mean value of zero and a variance of σ 2
ξ then Yt is named as

the auto-regressive moving average sequence with the model’s auto-regressive order of p and the model’s moving average
order of q, and abbreviated as ARMA (p, q) sequence. When q = 0, it becomes the AR (p) sequence; while p = 0, it is the
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Table 1
Error measures criteria.

MAE Mean Absolute Error Mean (|et |)
MAPE Mean Absolute Percentage Error Mean (|pt |)
MDAPE Median Absolute Percentage Error Median (|pt |)
SMDAPE Symmetric Median Absolute Percentage Error Median (200 |Yt − Ft | (Yt + Ft ))
MASE Mean Absolute Scaled Error Mean (|qt |)

MA (q) sequence. θ1, θ2, . . . , θq are auto-regressive coefficients, ϕ1, ϕ2, . . . , ϕp are moving average coefficients, they are all
the parameters to be estimated. Only a time sequence of stationary process can the ARMA model treat. If a non-stationary
time sequence is to be analyzed, it is necessary to make it stationary, the most frequently used and simplest method is the
difference operation on the original non-stationary time sequence, namely to get an ARMA (p, d, q) model, in which d is
the order number of difference. In the ARMA model, the trend term is extracted by means of a difference operation on the
time sequence, so as to transform it into a stationary one. Then, the ARMAmodel is estimated, and after the estimation it is
transformed again to suit the original sequence model before the difference operation [47].

7. Quality measures for time series forecasting

In order to determine the accuracy of the forecast method applied to time series data, many measures have been
proposed. Most textbooks recommended the use of the Mean Absolute Percentage Error (MAPE) and this was the primary
measure in the M-competition. Other studies recommended other measures such as the Geometric Mean Relative Absolute
Error (GMRAE), Median Relative Absolute Error (MDRAE), and Median Absolute Percentage Error (MDAPE). Later, the
MDRAE, SMAPE (Symmetric Mean Absolute Percentage Error), and SMDAPE (Symmetric Median Absolute Percentage Error)
were proposed. Nevertheless, Hyndman and Koehler [48] in their work determined that all measures mentioned before
were not generally applicable since they can be infinite or undefined and can produce misleading results. For this reason,
they proposed a new measure suitable for all situations: the Mean Absolute Scaled Error (MASE), which was less sensitive
to outliers, less variable on small samples, and more easily interpreted. Among all of the different error measures that can
be found, those used in this work are MAE, MAPE, MDAPE, SMDAPE, and MAPE. Their equations are shown in Table 1 and
are calculated according to the following definitions: Yt is the observation at time t = 1, 2, . . . , n; Ft is the forecast of Yt ; et
is the forecast error (i.e., et = Yt − Ft ); pt = 100et/Yt is the percentage error, and finally qt is determined as Eq. (2):

qt =
et

1
n−1

n
i−2

|Yi − Yi−1|

. (2)

Several studies find that the return volatility of stocks tends to exhibit long-range dependence, heavy tails, and clustering.
Because stochastic processes with self-similarity possess long-range dependence and heavy tails, it has been suggested
that self-similar processes be employed to capture these characteristics in return volatility modeling. So, the present study
applies monthly and yearly Forecasting of Time Series Stock Returns in S&P 500 and London Stock Exchange Using ARMA
model.

8. Results

The present study applies monthly and yearly Forecasting of Time Series Stock Returns in S&P 500 and London Stock
Exchange usingARMAmodel. Time series occurs in awide variety of phenomena, ranging fromeconomics to physical science
and from engineering to sociology. In this paper financial time series is studied. Many statistical models such as exponential
smoothing, generalized regression and ARMA are frequently used to describe the stationary time series process.

The statistical analysis of S&P 500 shows that the ARMA model for S&P 500 outperforms the London stock exchange
and it is capable for predicting medium or long horizons using real known values. The statistical analysis of London Stock
Exchange shows that the ARMA model for monthly stock returns outperforms to the yearly. The comparison between S&P
500 and London Stock Exchange shows that bothmarket is efficient and have Financial Stability during Periods of boom and
bust.

8.1. Model of monthly data from London stock exchange by the ARMA model

ACF (autocorrelation function) and PACF (partial autocorrelation) graphs of incoming data include (see Fig. 2):
According to these two graphs, should the model ARMA (4, 4) be used for the data. The resulted equation for this model can
be displayed as following:

yt = ϕ1yt−1 + ϕ2yt−2 + ϕ3yt−3 + ϕ4yt−4 − θ1at−1 − θ2at−2 − θ3at−3 − θ4at−4 + at at ∼ N(µ, σ ).

The resulted coefficients for this model are given in Table 2:
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Fig. 2. ACF (autocorrelation function) and PACF (partial autocorrelation) monthly graphs-London stock exchange.

Fig. 3. Forecasted monthly data graph-London stock exchange.

Table 2
Coefficients for monthly data-London stock exchange.

ϕ1 1.29
ϕ2 −1.48
ϕ3 1.19
ϕ4 −0.76
θ1 −1.23
θ2 1.34
θ3 −1.00
θ4 0.79
µ 0.01
σ 0.04

Table 3
Expected values for 2014-London stock exchange (monthly).

2014m1 0.0766
2014m2 0.0307
2014m3 −0.0466
2014m4 −0.0283
2014m5 0.0107
2014m6 −0.023
2014m7 −0.0438
2014m8 0.0118
2014m9 0.0446
2014m10 0.0054
2014m11 −0.0117
2014m12 0.021

In this model, y values are the registered data, and a values are the errors of expectancy.
According to this model, the expected data’s curve will be attained as the following, which of course has been compared
with the registered data too (see Fig. 3).

The expected values for 2014 is as Table 3.
The error’s measures (see Table 4):
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Table 4
Error measures criteria-London stock exchange (monthly).

MAE Mean (|et |) 0.0307
MAPE Mean (|pt |) 16.8%
MDAPE Median (|pt |) 8.01%
SMDAPE Median (200 |Yt − Ft | / (Yt + Ft )) 14%
MASE Mean (|qt |) 0.0074

1 2 3 4 5 6 7

Fig. 4. Non Stationary yearly data from London stock.

1 2 3 4 5 6 7

Fig. 5. Stationary yearly data from London stock.

8.2. Model of yearly data from London stock exchange by the ARMA model

According to the registered yearly data from London stock exchange in Fig. 4, an increasing procedure is seen in the data.
In order to use the expectancy model according to the time series, we should first eliminate this procedure in the data.
In order to eliminate this procedure, we use the regression method:
In this method, the linear equation is written as the following:

Yi = A + B(Xi − X).

in which, X is the average of independent variable (here, the number of the year), and the coefficients of A and B are
calculated as the following:

A = y, B =
COV (X, Y )

VAR(X)
.

Calculating the above coefficients for the yearly data of London, the linear equation of the procedure is resulted as the
following:

Yi = 0.038Xi − 0.096.

Eliminating the procedure from the registered values, the data will become as the following (see Fig. 5).
Now, using the data in which its procedure has been eliminated, we start to model according to ARMA model:
ACF (autocorrelation function) and PACF (partial autocorrelation) graphs of incoming data are included in Fig. 6):
According to these two graphs, the model ARMA (3, 3) should be used for the data. The resulted equation for this model can
be displayed as following:

yt = ϕ1yt−1 + ϕ2yt−2 + ϕ3yt−3 − θ1at−1 − θ2at−2 − θ3at−3 + at at ∼ N(µ, σ ).

The resulted coefficients for this model are in Table 5:
In this model, y values are the registered data, and a values are the errors of expectancy.

Finally, to get the main model, the procedure which was eliminated from the data in the first phase, should be added to
the model ARMA (3, 3):

yt = ϕ1yt−1 + ϕ2yt−2 + ϕ3yt−3 − θ1at−1 − θ2at−2 − θ3at−3 + 0.038Xi − 0.096 + at at ∼ N(µ, σ ).
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Fig. 6. ACF (autocorrelation function) and PACF (partial autocorrelation) yearly graphs-London stock exchange.

Fig. 7. Forecasted yearly data graph-London stock exchange.

Table 5
Coefficients for yearly data-London stock exchange.

ϕ1 −0.28
ϕ2 −0.40
ϕ3 −0.27
θ1 −0.05
θ2 −0.98
θ3 0.03
µ 0.00
σ 0.06

Table 6
Expected values for 2014–2016 London stock exchange (yearly).

2014 0.2053
2015 0.2274
2016 0.1772

Table 7
Error measures criteria-London stock exchange (yearly).

MAE Mean (|et |) 0.035
MAPE Mean (|pt |) 3.84%
MDAPE Median (|pt |) 1.7%
SMDAPE Median (200 |Yt − Ft | / (Yt + Ft )) 17%
MASE Mean (|qt |) 0.034

in which, Xt is the number of the year (the year 2007 being the base year).
According to this model, the expected data’s curve will be attained as the following, which of course has been compared
with the registered data too (see Fig. 7).
The expected values for 2014–2016 is as Table 6:
The error’s measures (see Table 7):
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PACF

Fig. 8. ACF (autocorrelation function) and PACF (partial autocorrelation) monthly graphs-S&P 500.

Fig. 9. Forecasted monthly data graph-S&P 500.

Table 8
Coefficients for monthly data-S&P 500.

ϕ1 0.2268
ϕ2 −0.1024
ϕ3 0.1473
ϕ4 0.1764
θ1 0.35
θ2 0.57
θ3 0.16
θ4 −0.20
µ 0.01
σ 0.04

Table 9
Error measures criteria-S&P 500 (monthly).

MAE Mean (|et |) 0.0283
MAPE Mean (|pt |) 24.9%
MDAPE Median (|pt |) 7.3%
SMDAPE Median (200 |Yt − Ft | / (Yt + Ft )) 10.1%
MASE Mean (|qt |) 0.0071

8.3. Model of monthly data from S&P 500 by the ARMA model

ACF (autocorrelation function) and PACF (partial autocorrelation) graphs of incoming data include (see Fig. 8):
According to these two graphs, should the model ARMA (4, 4) be used for the data:
The resulted equation for this model can be displayed as following:

yt = ϕ1yt−1 + ϕ2yt−2 + ϕ3yt−3 + ϕ4yt−4 − θ1at−1 − θ2at−2 − θ3at−3 − θ4at−4 + at at ∼ N(µ, σ ).

The resulted coefficients for this model in Table 8:
In thismodel, y values are the registered data, and a values are the errors of expectancy. According to thismodel, the expected
data’s curve will be attained as the following, which of course has been compared with the registered data too (see Fig. 9).
The error’s measures (see Table 9):

8.4. Model of yearly data from S&P 500 by the ARMA model

ACF (autocorrelation function) and PACF (partial autocorrelation) graphs of incoming data include (see Fig. 10):
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Fig. 10. ACF (autocorrelation function) and PACF (partial autocorrelation) yearly graphs-S&P 500.

Fig. 11. Forecasted yearly data graph-S&P 500.

Table 10
Coefficients for yearly data-S&P 500.

ϕ1 −0.30
ϕ2 −0.32
ϕ3 −0.14
θ1 −0.27
θ2 −0.59
θ3 −0.14
µ 0.09
σ 0.13

Table 11
Expected values for 2014–2016 S&P 500 (yearly).

2014 24%
2015 22%
2016 33%

According to these two graphs, should the model ARMA (3, 3) be used for the data:
The resulted equation for this model can be displayed as following:

yt = ϕ1yt−1 + ϕ2yt−2 + ϕ3yt−3 − θ1at−1 − θ2at−2 − θ3at−3 + at at ∼ N(µ, σ ).

The resulted coefficients for this model are in Table 10:
In this model, y values are the registered data, and a values are the errors of expectancy.

Finally, to get themainmodel, the procedurewhich had been eliminated from the data in the first phase, should be added
to the model ARMA (3, 3):

yt = ϕ1yt−1 + ϕ2yt−2 + ϕ3yt−3 − θ1at−1 − θ2at−2 − θ3at−3 + at at ∼ N(µ, σ ).

In which, Xt is the number of the year (the year 2007 being the base year).
According to this model, the expected data’s curve will be attained as the following, which of course has been compared

with the registered data too (see Fig. 11).
The expected values for 2014–2016 is as in Table 11:
The error’s measures (see Table 12):

The obtained findings indicate thatmediumand long term forecasting of time series are confirmed in S&P 500 and London
stock exchange at the error level of %1. Based on these findings, time series are non-linear and can be forecasted. Given that
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Table 12
Error measures criteria-S&P 500 (yearly).

MAE Mean (|et |) 0.0807
MAPE Mean (|pt |) 16.6%
MDAPE Median (|pt |) 7.3%
SMDAPE Median (200 |Yt − Ft | / (Yt + Ft )) 31.7%
MASE Mean (|qt |) 0.0043

the MASE for monthly and yearly stock returns in London stock exchange are 0.0074, 0.034 respectively and the MASE for
monthly and yearly stock returns in S&P 500 are 0.0071, 0.0043 respectively, so we can find both markets are efficient and
have Financial Stability during Periods of boom and bust.

9. Conclusion and suggestions

Statistical analysis results show that ARMA model is superior to other methods and using real values it could calculate
medium-term and long term stock return for London stock exchange and S&P 500 based on calculations monthly and
annually. Also, the statistical analysis of S&P 500 shows that the ARMA model for S&P 500 outperforms the London stock
exchange and it is capable for predictingmediumor long horizons using real known values. The statistical analysis in London
Stock Exchange shows that the ARMAmodel for monthly stock returns outperforms the yearly. A comparison between S&P
500 and London Stock Exchange shows that both markets are efficient and have Financial Stability during periods of boom
and bust.

The recommendation that arises from this study could be determining an efficient process for presenting an appropriate
method for complex and volatile series modeling and prediction. On one hand, the result prediction is improved as in this
process the ARMAmodel is confirmed time series and on the other hand as a technical recommendation, researchers could
investigate genetics algorithm based model, non-linear regression model and fractal model as useful non-linear model in
time series prediction.
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