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a b s t r a c t

Academic research articles often involve the frequent use of lengthy noun phrase struc-
tures, and those seeking to write such texts, both native and non-native alike, would need
to become familiar with this characteristic feature of the register. Biber, Gray and Poonpon
(2011) have hypothesized a series of stages predicting development in writing complexity
through the increased use of complex phrasal constructions. The purpose of this study is to
compare abstracts by MA-level L1 Persian writers, PhD-level L1 Persian writers, and
published writers from the field of applied linguistics in terms of phrasal modification
features. Our findings revealed that the MA group differed significantly from the expert
writers in the use of four types of modifiers: pre-modifying nouns; -ed participles as post-
modifiers; adjective-noun sequences as pre-modifiers; and multiple prepositional phrases
as noun post-modifiers. The PhD group however did not show any significant difference in
producing noun modifiers when compared to expert writers except for multiple prepo-
sitional phrases as noun post-modifiers. The findings of this study help further our un-
derstanding of how academic writing becomes more complex with experience.

© 2018 Elsevier Ltd. All rights reserved.
1. Introduction

In addition to accuracy and fluency, syntactic complexity or “the range of forms that surface in language production” and
their respective sophistication (Ortega, 2003, p. 492) form the main components of the Complexity, Accuracy and Fluency
(CAF) triad (i.e., the three-dimensional L2 proficiency model proposed by Skehan, 1989). Ellis (2003, p. 340) defines
complexity as “[t]he extent to which the language produced in performing a task is elaborate and varied”, while he refers to
accuracy as the ability to produce language that is error free and characterizes fluency as the extent to which the language
produced involves pauses, hesitations and/or reformulations (Ellis, 2003). These three components have been the focus of
many studies into second/foreign language learning (Housen & Kuiken, 2009). Although the three constructs are recognized
to be closely interrelated, much research has focused on one of the three dimensions: syntactic complexity (Vyatkina, 2012).
Since the growth of a learner's syntactic repertoire is believed to be key to his/her development in the language being learned
(Ortega, 2003), syntactic complexity is now recognized as an important construct in L2 writing instruction and research.
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Among the list of measures used to analyze syntactic development and complexity in second language academic writing,
phrasal embedding has been largely ignored and has only recently been receiving attention from researchers. This is because
most of the studies in the field (e.g., Beers & Nagy, 2009; Ellis & Yuan, 2004; Hunt, 1965; Jiang, 2012; Stockwell & Harrington,
2003) have traditionally focused on clausal embedding and subordination measures based on the assumption that academic
writing derives its complexity from the elaborate use of clausal constructions (Biber & Gray, 2010). A number of studies (e.g.,
Biber & Clark, 2002; Biber & Gray, 2010; Biber, Gray & Ponpoon, 2011) have found academic writing to be characteristically
dense with non-clausal phrases and complex noun phrases, while at the same time reporting a relative absence of clausal
elaboration. As a consequence, more studies are needed to investigate the role of phrasal embedding in the development of
academic writing complexity. Studies such as Lu (2011), Parkinson and Musgrave (2014) and Biber, Gray, and Staples (2014)
have shown that phrasal features tend to increase across levels of study in second language writing. Ravid and Berman (2010)
and Staples, Egbert, Biber, and Gray (2016) have also found that phrasal features develop during university years in thewriting
of L1 English students.

Similarly, this study aims to investigate the development of noun phrase complexity in the academic writing of graduate
students at different levels of academic study, comparing the observed patterns of use to those by expert writers.

1.1. Measures of syntactic complexity in L2 writing

Numerous studies have sought to find an objective and reliable metric for successfully gauging learners’ syntactic
development in L2 writing (e.g., Larsen-Freeman, 1978, 2009; Lu, 2011; Ortega, 2003; Wolfe-Quintero, Inagaki, & Kim, 1998).
Most of the proposed indices have taken on the form of ratios, frequencies or formulas (Norris & Ortega, 2009), and are
calculated using one of the following criteria: (a) the length of the production unit, (b) the amount of subordination, (c) the
amount of coordination, (d) the range of syntactic structures and degree of phrasal sophistication.

Larsen-Freeman (1978) noted the need for a measure to serve as a yardstick in making a distinction between learners with
different levels of writing proficiency. In a quest for global indices, Wolfe-Quintero et al. (1998) examined more than 100
measures of CAF in 39 L2 developmental studies. Having reviewed a highly representative set of measures used in the body of
research in this area, the authors of this seminal study concluded that clauses per T-unit and dependent clauses per inde-
pendent clause were the best measures of syntactic complexity. As a possible consequence of this recommendation, most
studies into L2 writing development since Wolfe-Quintero et al. (1998) have primarily relied on T-unit-based measures (e.g.,
Beers & Nagy, 2009; Casanave, 1994; Elder & Iwashita, 2005; Ellis & Yuan, 2004; Jiang, 2012; Larsen-Freeman, 2006;
Stockwell & Harrington, 2003). Ortega (2003) also reviewed 27 studies on grammatical complexity and found that no
measure was used as pervasively as mean length of T-unit (MLTU) and clause per T-unit (C/TU). In her meta-analysis, 25
studies relied on MLTU, while 11 used the measure of C/TU.

Biber et al. (2011) used a large-scale corpus of academic texts to describe the distribution of 28 grammatical features in
formal academic writing and compared themwith their distribution in conversation. The study involved an academic writing
corpus of 429 research articles including approximately 3 million words and a conversation corpus of 4.2 million words of
American English. Biber et al. (2011) went on to challenge two stereotypes which they believed to be deeply rooted in
developmental studies of L2 writing: first, that subordination is the best measure of syntactic complexity; and second, that
academic writing is obviously more complex than conversation in terms of subordination. The two major findings of their
study included the following: (1) complex noun phrases (i.e., a head noun modified by noun modifiers such as attributive
adjectives, prepositional phrases, etc.) are much more appropriate measures of grammatical complexity in academic writing
as opposed to embedded clauses (e.g., I don't know [ [why I was expecting [to see something else] ]; Biber et al., 2011), and (2)
conversation is more complex than academic writing, if only clausal subordination measures (e.g., mean length of T-Unit) are
to be considered (as in the case of most previous studies into L2 writing). In the discussion of their findings, Biber et al. (2011)
challenged the usefulness of MLTU and C/TU in developmental studies of L2 writing, arguing that dependent clause-based
measures are more characteristic of conversation than they are of academic writing. They claimed that despite the wide-
spread acceptance of these two metrics, little empirical evidence exists to corroborate the use of T-unit measures and
dependent clause measures for evaluating writing development. Instead, they proposed phrasal embedding (e.g., the use of
multiple prepositional phrases) as an alternative index for gauging complexity in academic writing.

In their critical evaluation of T-unit measures, Biber et al. (2011) also challenged the assumption that T-unit-based
measures and simple subordination could be used to trace the development of complexity in L2 writing across proficiency
levels. They maintained that perhaps because of the shortcomings of T-unit-based measures of grammatical complexity,
developmental studies of L2 writing have failed to produce consistent results (see Ortega, 2003; Wolfe-Quintero et al., 1998).
They further argued that the biggest shortcoming of T-unit measures is their failure to capture non-clausal features that are
embedded in noun phrase constructions. Lu (2011) also stated that measures of complex nominals (i.e., complex nominals per
clause, and complex nominals per T-unit) alongwith coordinate phrases have “stronger discriminative power thanmost other
measures” (p.57). He too recommended a closer examination of complexity at the phrasal level in future studies. In another
study, Taguchi, Crawford, and Wetzel (2013) found no positive correlation between proficiency and complexity at the clausal
level, and therefore argued that considering subordination as the only measure of complexity is an oversimplification of the
construct; and that dependent clause complexity measures do not necessarily characterize academic writing. In line with
Biber et al. (2011), they concluded that noun phrase modification is a strong contributor to writing quality. Finally, in a
longitudinal analysis of L2 writing development over one university semester, Crossley and McNamara (2014), demonstrated
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a shift in syntactical features of texts produced by L2 writers. They also observed that until the end of the semester, L2 writers
more often produced texts which showgreater reliance on phrasal (longer noun phrases, more words preceding verbs) rather
than clausal syntactic features or verb phrases.

Based on the register differences observed between L1 spoken and written language, Biber et al. (2011) hypothesized a
series of developmental stages for both L1 and L2 writers of academic English. Biber et al.'s (2011) proposed developmental
stages are based on the assumption that novice writers progress from competence in features that represent conversation
(clause-based measures) to phrasal complexity features that were found to distinguish academic writing from academic
spoken discourse.

As shown in Table 2, Biber et al.'s (2011) developmental index includes five stages. The first stage does not involve
complexity in noun phrase constructions. “This stage includes finite complement clauses (that and WH) controlled by
extremely common verbs (e.g., think, know, say)’ (P. 30). The second stage includes only noun modification features starting
with simple modification through attributive adjectives and participle pre-modifiers (not specifically differentiated in Biber
et al.’s original study). The third stage proceeds to more complex noun modification patterns (i.e., nouns as pre-modifiers,
prepositional phrases as noun post-modifiers with concrete meaning and relative clauses). In the fourth stage, the emer-
gence of nouns modified by non-finite clauses as well as modification by prepositional phrases as noun post-modifiers with
abstract meaning and combined adjective-noun pre-modification (adjective-noun sequences refer to noun phrases that have
both an attribute adjective and a noun modifying the head noun) is hypothesized; and the final stage includes appositive
noun phrases and complement clauses as noun modifiers in addition to multiple phrasal embeddings.

These five stages can be summarized as developmental progression along two grammatical parameters:
A number of issues have been raised regarding the validity of these proposed stages. Many of these issues were outlined by
Yang (2013), who argued that firstly, the hypothesis is not based on a developmental study, but a corpus-based study of
syntactic complexity features in two different registers (spoken vs. written). Secondly, she maintains that the data in that
study were gathered from proficient L1 writers and speakers, not L2 learners (i.e., the group for which the claims were being
made). Furthermore, Biber et al. (2011) did not make any reference to SLA findings that could support their hypothesis or at
least explain the underlying reasons for their proposed developmental stages. As a result of these shortcomings, Yang (2013)
stated that Biber et al.'s (2011) proposed stages cannot be used to address “development-related questions” (p. 190). In
response to these criticisms, Biber, Gray, and Poonpon (2013) argued that their 2011 study was an attempt to provide a full
description of the range of grammatical features found in advanced academic writing, and noted that learning to produce
academic discourse, which is characteristically dense with complex noun phrase constructions, can pose a challenge for both
students and professionals regardless of their L1 background. However, Biber et al. (2013) acknowledged that no single study
can comprehensively pin down the development of complex structures in learner writing, and that this area is “an enterprise
worth pursuing” (Biber et al., 2013, p. 200).

Several studies, such as Lu (2011), Biber et al. (2014), Staples and Reppen (2016), and Staples et al. (2016), have also found
that phrasal features tend to increase in complexity in the writing of university students as their academic writing skills
develop through time. However, few studies have specifically tested the developmental progression index proposed by Biber
et al. (2011). In one of the rare studies that have attempted this, Parkinson and Musgrave (2014) designed and conducted a
study specifically aimed at observing patterns of complex noun phrase development. They compared the frequency of these
grammatical features across the writings of two groups of international students: an EAP and an MA group. They also drew
comparisons betweenwhat previous studies (Biber&Gray, 2011; Biber, Johansson, Leech, Conrad,& Finegan,1999) had found
in published articles and the writing of their own two groups of participants.

Their findings revealed that the less proficient group of their study (i.e., the EAP group) used attributive adjectives, hy-
pothesized to be acquired early on in the process, muchmore frequently compared to their more proficient group (i.e., theMA
group) and the reported frequencies for published academic writing. On the other hand, theMA groupwas found to use other
nounmodifiers more frequently than the EAP group. In comparison to published frequencies for academic writing, writing by
participants in the MA group showed a similar pattern of noun modification in all cases except for the appositive.

Despite its value in being one of the first studies to investigate Biber et al.'s (2011) developmental progression stages,
Parkinson andMusgrave’s (2014) study involved a number of limitations. First, the discipline and register of thewritings from
the EAP andMA groups was not the same. The EAP student writingwas in the form of argumentative essays, whilewritings by
MA students included literature reviews and responses to various extended questions in the field of Applied Linguistics/
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TESOL. With regard to this, Lu (2011) has found that not only can register and text type remarkably influence syntactic
complexity, but even essays that are considered to be of the same register can be quite different in terms of their syntactic
features. For example, argumentative essays have been found to be syntactically more complex than narrative essays (see also
Beers & Nagy, 2009; Way, Joiner, & Seaman, 2000). Hence, this difference in the register of texts in Parkinson and Musgrave’s
(2014) study could have possibly influenced their findings. A second limitation of the study involved the relatively small size
of the data sets used (The EAP corpus included 13,711 words and the MA corpus included 12,577 words). Third, the students
whose writing was analyzed came from different L1 backgrounds. The 21 EAP students in the study were from 10 different
countries and the 16MA students were from 6 different countries. This could also limit the conclusions drawn based on the
observed data. Lu and Ai (2015) investigated the effect of L1 on the development of L2 syntactic complexity. They compared
essays written by learners from seven diverse L1 backgrounds in terms of 14 syntactic complexity measures. Their findings
revealed that learners with different first language backgrounds, even at the same level of proficiency, may not develop the
same patterns of L2 syntactic complexity. As a result, a study on learner academic writing by students from the same L1
background could potentially yieldmore reliable results. To overcome some of the shortcomings noted above, in this studywe
sampled our texts from the same discipline and the same L1 background.
1.2. Noun modification and its role in complexity

Noun phrases (NPs) are “strings of words with an internal structure centered around an obligatory head, which may be
supplemented by determiners, pre-modifiers and post-modifiers” (Ni, 2003, pp. 159e160). According to Biber et al. (1999),
the basic structure of noun modification includes four key components:

Determiner þ (pre-modification) þ head noun þ (post-modification and complementation).
There are several different types of noun pre-modifiers and post-modifiers. Pre-modifiers include adjectives (e.g., sig-

nificant predictor), participial modifiers (e.g., the proposed model), nouns (e.g., vocabulary knowledge) and possessive nouns
(e.g., students' view); while post-modifiers include relative clauses (e.g., Models that include only linguistic factors), ing-
clauses (e.g., statements representing deliberative, rational and critical moral approaches), ed-clauses (e.g., transcripts ob-
tained from the participants), prepositional phrases as noun post-modifiers (e.g., a pedagogy of happiness), and noun phrases
as appositives (e.g., Teacher attribution scale (TAS)). These noun modifiers have been found to perform specific discourse
functions in a register. For instance, Lim (2012, p. 236) reports that when referring to the research gap in academic writing,
expert writers use “adjectives signaling insufficiency (e.g., ‘little’, ‘few’, etc.) … to modify nouns denoting investigations (e.g.,
‘research’, ‘studies’).”

Scientific prose has been singled out for its dense use of nominalizations (Banks, 2008; Halliday &Martin, 1993; Halliday,
1979; Ni, 2003). This involves the transformation of verbs into nouns through processes such as the addition of derivational
suffixes or the use of noun equivalents (Halliday & Martin, 1993). This preference towards nominal constructions entails a
number of advantages for modern scientific prose. Firstly, it helps to concentratemeaning into a noun phrase structure, which
can then be referenced in proceeding text. Secondly, by using nominal constructions, ideas can be treated as objects in noun
form, which allows them to be more easily examined (Halliday & Martin, 1993). This is in contrast to clausal constructions
where meaning is expressed as “a tension between things and actions” (Parkinson & Musgrave, 2014, p. 49). Ni (2003) has
argued that the high density with which writers are required to present information in academic prose has led to the heavy
dependence of this register on unified noun phrase structures. Informational content may be packaged more or less densely
through the use of different NP heads and the use of noun phrases with different levels of complexity in terms of the number
of modifiers they contain. Nominal modifiers can be used to pack extra information into relatively few words. Biber and Clark
(2002) have argued that the rapid increase in the use of compressed noun phrases over the past 100 years is the result of an
‘information explosion’ forcing writers to communicate information efficiently and economically. Biber and Gray (2013), in a
historical investigation of register diversification in academic research texts, observed a decline in dependent clauses and a
remarkable increase in phrasal modification. Biber (2003) also linked the dense use of complex noun phrases to space-saving
considerations. Other studies such as Biber (1988), Biber and Gray (2010), and Biber et al. (2014) have also shown that phrasal
complexity features better characterize academic writing than clausal features.
1.3. The purpose of this study

Given the paucity of research into Biber et al.'s (2011) hypothesized developmental stages of grammatical complexity, this
study aims to test this suggested developmental index in the writing of graduate students by specifically focusing on complex
noun phrases. Through examining some specific phrasal features of academic writing, Ravid and Berman (2010) showed that
even for native speakers of English, writing development continues at the university level. Staples et al. (2016) also claimed
that for L1 writers, “phrasal complexity develops most noticeably during university years, much later than researchers have
normally considered” (p. 6). They attributed this late writing development during university years to the students' need to
“use increasingly complex and sophisticated language in order to convey precise and specialized meanings within disci-
plinary writing” (p. 6). Since developments in phrasal complexity have been observed in the writing of L1 English students
across university levels, a similar developmental pattern is expected for L2 English students (see, Biber et al., 2014; Lu, 2011;
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Parkinson&Musgrave, 2014). L1 background should also be considered as a potential factor influencing trends in L2 syntactic
development. Ai and Lu (2013) examined patterns of difference in the development of syntactic complexity between Chinese
and L1 English students and concluded that more studies need to be conducted into learner writing from other native lan-
guage backgrounds in order to determine the role of L1 in the development of L2 syntactic complexity. This study therefore
narrows its focus to L1 Persian university students.

Based on the findings of previous research into syntactic development for both L1 and L2 English students, in this studywe
wish to analyze how phrasal complexity is different in master's-level, PhD-level and published Research Article (RA) abstracts
and whether these differences can be explained using the stages hypothesized by Biber et al. (2011). As a result, we sampled
our data from a group of MA-level students of applied linguistics and a group of PhD-level students from the same field. The
students in each of the two groups of this study are assumed to be at the same level of language proficiency, because they have
all been educated through the same national curriculum, have taken part in the same nationwide entrance examination (both
for the MA and PhD levels) and have passed the same courses at university, as mandated by the Ministry of Science Research
and Technology. The PhD level students are also taken to be more experienced in their use of academic English for two
reasons. Firstly, in Iran, students are admitted to PhD programs through a rigorous selection scheme that involves partici-
pation in a nationwide examination and an evaluation of their research background at the MA level. As a consequence, those
who make it into PhD programs can be safely assumed to have more academic expertise relative to their peers who did not.
Secondly, the PhD theses, fromwhich the abstracts for this group of participants are sampled, are written after four years of
intensive study, through which students gain academic expertise by way of extensive reading and academic writing practice.
However, we acknowledge that the three categories of texts that constitute our corpus (i.e., MA, PhD and Research Article
abstracts) are different in some respects. Kawase (2015) categorizes theses as belonging to an “educational genre” while RAs
are classified as part of a “professional genre” (p. 114); In spite of this, both can be said to represent academic prose. In
addition, the fact that we compare these three groups of abstracts should not imply that we view one as being superior to the
others. Our justification for choosing these three groups is that they all represent academic writing and that they are written
by writers who, as explained above, can be said to be of different ability and experience levels.

Considering the purposes mentioned above, this study will address the following set of research questions:

1. What are the patterns of reliance on nounmodifiers in the academic writing of MA-level L1 Persian students, PhD-level L1
Persian students and expert writers?

2. Is there a significant difference in the use of noun modification features among academic writing by MA-level L1 Persian
writers, PhD-level L1 Persian writers and expert writers? If so, in which features can these be observed?

3. Does the academic writing of L1 Persian PhD students better approximate that of expert writers in the use of noun
modifiers? If so, in which aspects?

2. Corpus and methodology

The data for this study consists of abstracts from 99 master's theses and 64 PhD dissertations written by L1 Persian
students of Applied Linguistics, in addition to 149 RA abstracts by expert writers from the same field. In this study, expert
writers are defined as the writers of texts or papers in established international peer-reviewed journals (e.g., Thompson,
2005; Basturkmen, 2009; Lim, Loi, Hashim & Liu, 2015). We chose to examine writing from the discipline of applied lin-
guistics because in Iran, almost all theses and dissertations are written in the students' first language (i.e., Persian). The only
exceptions to this are English-related disciplines (i.e., applied linguistics, English literature and translation studies), in which
students are obliged to compose their theses and dissertations in English. The abstract was chosen as the unit of analysis of
this study for two reasons. First, the abstract is a brief, comprehensive summary of the contents of the research article. It
needs to be “dense with information”, but at the same time “readable, well organized, brief, and self-contained” (American
Psychological Association, 2010, pp. 25e26). Due to space-saving considerations, writers are often forced to impose a word
limit on their abstracts, and because of this, the register often involves a very dense, integrated packaging of information
(Biber& Gray, 2010; Biber, 2003; Biber et al., 2011). Second, the labor-intensive process of hand-coding the data made the use
of larger data sets extremely difficult. Choosing the abstract section as the unit of analysis also has the advantage of allowing
the inclusion of a greater number of texts into the corpus. As demonstrated in Table 1, PhD abstracts are usually longer than
MA and expert writer (EW) abstracts; therefore, we included a smaller number of PhD abstracts to balance the number of
words in the three corpora. Crawford and Csomay (2016) have suggested that to make straight frequency comparisons be-
tween features of interest between two corpora, they should preferably be of equal sizes. They additionally point out that “[f]
requency comparisons are done on the basis of the number of words, not by the number of texts” (p.80). Therefore, in this
Table 1
Descriptive details of the three corpora.

number of abstracts mean length of abstracts total number of words

MA 99 259.73 25714
PhD 64 397.23 25423
EW 149 166.49 24808
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study, we followed suit and balanced our three corpora based on the number of words they contained. Keeping the three
corpora of the same size, of course, imposed a limitation on our study: It is possible that the level of complexity is higher in
only some moves of the abstracts. Therefore, reducing the number of PhD abstracts (i.e., the number of texts in this case) may
have an unwanted effect on the levels of complexity studied. For instance, when comparatively more abstracts written by
expert writers are included in the corpus (and more noun modifiers occur only in certain rhetorical moves of an abstract),
using a larger number of abstracts by expert writers is likely to increase the number of modifiers (even though the increase in
that type of modifier may have nothing to do with the level(s) of writers in academic writing.

Themaster's thesis and PhD dissertation abstracts were randomly selected from online university databases. The abstracts
in this study were collected from theses completed at different Iranian universities including Tehran University, Ferdowsi
University of Mashhad, Tarbiat Modares University, AllameTabatabai University, Shiraz University, Isfahan University, and Islamic
Azad University Science and Research Branch. All abstracts were published between the years 2004e2015. RA abstracts by
expert writers were selected based on a stratified sampling technique from four established journals of applied linguistics and
English language teaching, namely, Applied Linguistics, TESOL Quarterly, English for Specific Purposes, and Journal of Second
Language Writing within the same time period.

2.1. Grammatical features of interest

The focus of the present study is on the frequency and distribution of 16 specific noun phrase features (see Table 2) in three
corpora of abstracts. As mentioned before, the grammatical features of interest were obtained from the developmental stages
of syntactic complexity introduced in Biber et al.'s (2011) study.

As shown in Table 2, the developmental index involves five stages. According to Biber et al. (2011), these grammatical
features can mainly be grouped according to three major grammatical types: finite dependent clauses, nonfinite dependent
clauses, and dependent phrases, which can serve threemain grammatical functions such as adverbial, complement, and noun
modifier. In this study we examined.

1 Finite dependent clauses including relative clauses as noun modifiers, complement clauses controlled by nouns.
2 Nonfinite dependent clauses including, -ing and -ed participles as noun post-modifiers, and preposition þ nonfinite

complement clauses as post-modifiers.
3 Dependent phrases including, attributive adjectives, participles, nouns as pre-modifiers, possessive nouns, of phrases as

noun post-modifiers, other prepositional phrases as noun post-modifiers, adjectives, noun as pre-modifiers, appositives,
and multiples prepositional phrases as noun post-modifiers.
2.2. Coding

The process of coding began with a discussion phase in which we the two raters, both trained linguists with syntactic
coding experience, studied the coding scheme and jointly applied it to a number of sample texts. The aim of this phase was to
reach an overall agreement regarding the major types of noun modifiers in the coding scheme (i.e., attributive adjectives,
participial adjectives, nouns, possessive nouns, adjective-noun sequences, prepositional phrases as noun post-modifiers,
Table 2
Biber et al.'s (2011) Hypothesized Developmental Stages for Noun phrase modification.

Stage Grammatical structure Examples from our corpora

2 Attributive adjectives Significant predictor
a Participle pre-modifiers The proposed model

Relative clauses Models that include only linguistic factors
3 Nouns as pre-modifiers Vocabulary knowledge

Possessive noun as pre-modifiers students' view and reflection
Of phrase (concrete/locative meanings) EFL context of Iran
Prepositions as noun post-modifiers other than of
(concrete/locative meanings)

a moral dilemma in their class

4 -ed participle as post-modifiers transcripts obtained from the participants
-ing participle as post-modifiers statements representing deliberative, rational and critical moral approaches
Attributive adjectives, nouns as pre-modifiers Preparatory language test
Of phrase (abstract meanings) a pedagogy of happiness
Prepositions as noun post-modifiers other than of
(abstract meanings)

implication for pedagogy and future research

5 Preposition þ nonfinite complement clause the possibility of applying DA to the web
Complement clauses controlled by nouns The fact that reading in second language is a difficult task
Appositive noun phrases Teacher attribution scale (TAS)
Multiple prepositional phrases as post-modifiers, with
levels of embedding

an evaluation criterion for the effectiveness of mediation on the learners' progression
toward self- regulation in their ZPDs

a Not included in Biber et al. (2011).
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relative clauses, participial clauses, appositive noun phrases, multiple prepositional phrases, and noun-complement clauses).
This study mainly relied on the manual analysis of texts since some of these structures could not be identified with an
acceptable rate of accuracy through automatic syntactic taggers. This method of coding is advantageous in that it yields more
accurate results, but cannot be easily used to analyze very large amounts of data. Though automated tagging could be used to
analyze very large corpora, Biber and Gray (2011) admit that the automated tagging system is not completely accurate and
that for structures such as prepositional phrases and appositive noun phrases, manual coding needs to be employed. During
the second phase (i.e., piloting), the raters independently coded a small sample of texts from the same register as those
included in our corpora. The pilot phase was followed by a second discussion session, in which the coders compared their
coding and resolved any disagreements. The reconciled codes from the pilot phase were used as a benchmark for subsequent
coding. After the pilot phase, 25 percent of the texts were coded independently by both raters, while the remaining 75% were
coded by only one rater. To ensure inter-coder reliability, Cohen's Kappawas calculated for the double-coded texts. The Kappa
coefficient for this study was 0.91. Such a Kappa value in discourse-based coding decisions indicates that the inter-coder
agreement was outstanding (see also Landis & Koch, 1977; Lim, 2010; Lim, Loi, Hashim, & Liu, 2015).
2.3. Data analysis

To test Biber et al.'s (2011) stages of syntactic development, we compared those sets of features believed to add complexity
to noun phrase constructions. More specifically, we compared the three corpora in terms of the frequency of attributive
adjectives, participial adjectives, nouns, possessive nouns (as pre-modifiers), prepositional phrases, relative clauses, parti-
cipial clauses, adjective-noun sequences, appositive noun phrases, multiple prepositional phrases (as post-modifiers), and
noun-complement clauses. Parkinson and Musgrave (2014) hypothesized that participle adjectives may be acquired later
than other adjectives; therefore, they considered them as a separate category. Biber et al. (2011), on the other hand, did not
distinguish between attributive adjectives and participles. In the present study, we also considered participles as a separate
category from other adjectives. To ensure comparability, frequency counts in each individual text were subsequently
normalized to 1000 words. This made it possible for us to compare our findings with those of other studies. In addition, it
allowed us to use parametric statistical tests to compare the means for each feature across the three corpora. A one-way
ANOVA test with a Bonferroni post hoc adjustment (to statistically account for multiple comparisons) was used for
comparing each feature across the three corpora.
3. Results and discussion

In our analysis, we first considered the distributional patterns of different noun modifiers in the three groups of abstracts
based on their normalized frequency counts per 1000 words of text. Table 3 presents the frequency of each type of noun
modifier in the three corpora, and Fig. 1 graphically illustrates the distribution of these features.

As shown in Fig.1, themost common types of noun pre-modifiers in the three corpora are attributive adjectives and nouns,
while prepositional phrases were the most common form of post-modification. This noticeable use of phrasal nominal
modifiers is a common feature in the writing of both college-level L1 Persian and expert writer abstracts. Biber et al. (1999)
argued that, while infrequent in conversation, noun phrases with nouns and adjectives as phrasal pre-modifiers as well as
prepositional phrases as post-modifiers are highly characteristic features of academic prose. Biber et al. (1999) also noted that
because of their explicit identification of diverse semantic classes such as time, frequency and affective evaluation, adjectives
are the most common type of pre-modifiers in expository written texts. They also mentioned that nouns are the second most
common type of pre-modification, and despite the varied range of inexplicit textual meaning relations they may convey, they
are still highly favored in academic prose for their brevity in condensing a large amount of referential meaning (Biber et al.,
1999). Biber et al. (1999, pp. 590e591) introduced some of the textual meaning relations conveyed by noun modifiers
including composition (e.g., glass windows¼windows made from glass), purpose (e.g., pencil case¼ case used for pencils),
identity (e.g., women algebraists¼women who are algebraists), content (e.g., algebra text¼ a text about algebra), time (e.g.,
summer conditions¼ conditions that occur during the summertime), location (e.g., corner cupboard¼ a cupboard that is
located in the corner), institution (e.g. insurance companies¼ companies for (selling) insurance). We also found that the
abstracts by both L1 Persian and expert writers in our study relied heavily on these types of noun modifiers.

Other studies have also shown heavy reliance on these three kinds of noun modifiers in written academic English. For
example, by comparing linguistic features in the writings of two groups of college-level students, Taguchi et al. (2013) found
that the writing of their more proficient group contained a greater number of pre-modifying attributive adjectives and post-
modifying prepositional phrases. Staples and Reppen (2016, p. 18) also noted that “Phrasal features, including both attributive
adjectives and pre-modifying nouns, are considered to be important features of academic writing, and both have been
associated with higher proficiency and higher writing quality in both L1 and L2 academic writing” (see also Biber & Gray,
2011; Biber et al., 2011, 2014; Parkinson & Musgrave, 2014). Excerpts 1 and 2 illustrate how features such as attributive
adjectives (bolded), pre-modifying nouns (italicized), and prepositional phrases as post-modifiers (underlined) were
frequently used in abstracts by both L1 Persian and expert writers.



Table 3
Descriptive statistics of noun modifiers for MA, PhD, and EW groups.

No. of texts Mean Std. Deviation Std. Error Minimum Maximum

adjective MA 99 50.07 21.03 2.11 5.78 1.07
PhD 64 50.31 22.03 2.75 4.65 103.06
EW 149 56.20 25.20 2.06 5.24 123.29
Total 312 53.24 23.41 1.33 4.65 123.29

participle MA 99 6.32 6.79 0.68 0.00 29.76
PhD 64 7.87 6.31 0.79 0.00 34.38
EW 149 9.93 10.20 0.84 0.00 60.24
Total 312 8.36 8.64 0.49 0.00 60.24

relative.cl MA 99 4.46 4.94 0.50 0.00 18.02
PhD 64 4.71 3.74 0.47 0.00 15.71
EW 149 4.92 8.61 0.71 0.00 39.77
Total 312 7.60 7.48 0.42 0.00 39.77

noun MA 99 19.47 14.77 1.48 0.00 75.63
PhD 64 38.68 17.35 2.17 5.42 93.98
EW 149 47.86 28.90 2.37 0.00 136.61
Total 312 36.97 26.12 1.48 0.00 136.61

possessive MA 99 7.45 8.64 0.87 0.00 41.40
PhD 64 7.77 7.97 1.00 0.00 37.97
EW 149 7.05 9.51 0.78 0.00 46.67
Total 312 7.32 8.92 0.50 0.00 46.67

of.concrete MA 99 4.70 5.02 0.50 0.00 20.00
PhD 64 3.95 4.79 0.60 0.00 26.18
EW 149 4.36 6.03 0.49 0.00 32.26
Total 312 4.38 5.47 0.31 0.00 32.26

pp.concrete MA 99 4.78 4.43 0.45 0.00 19.23
PhD 64 2.52 3.36 0.42 0.00 14.55
EW 149 4.56 5.86 0.48 0.00 25.77
Total 312 4.21 5.06 0.29 0.00 25.77

ed MA 99 2.95 4.38 0.44 0.00 20.11
PhD 64 4.55 4.48 0.56 0.00 17.17
EW 149 6.41 7.47 0.61 0.00 37.04
Total 312 4.93 6.25 0.35 0.00 37.04

ing MA 99 3.31 4.55 0.46 0.00 23.70
PhD 64 3.04 3.08 0.38 0.00 14.16
EW 149 2.10 3.60 0.29 0.00 17.39
Total 312 2.68 3.86 0.22 0.00 23.70

adj.noun MA 99 4.74 6.44 0.65 0.00 28.09
PhD 64 7.77 7.55 0.94 0.00 36.70
EW 149 11.17 10.78 0.88 0.00 67.57
Total 312 8.43 9.37 0.53 0.00 67.57

of.abstract MA 99 17.35 9.76 0.98 0.00 56.14
PhD 64 20.46 11.49 1.44 2.87 63.93
EW 149 17.94 11.93 0.98 0.00 54.69
Total 312 18.27 11.21 0.63 0.00 63.93

pp.abstract MA 99 13.30 8.63 0.87 0.00 42.11
PhD 64 12.60 7.37 0.92 0.00 32.46
EW 149 13.99 10.61 0.87 0.00 51.28
Total 312 13.49 9.40 0.53 0.00 51.28

pp.complement MA 99 1.31 2.39 0.24 0.00 11.14
PhD 64 0.96 2.51 0.31 0.00 12.90
EW 149 2.51 5.33 0.44 0.00 30.49
Total 312 1.81 4.13 0.23 0.00 30.49

complement.noun MA 99 0.44 1.40 0.14 0.00 8.70
PhD 64 0.43 1.31 0.16 0.00 6.33
EW 149 0.33 1.49 0.12 0.00 10.15
Total 312 0.39 1.42 0.08 0.00 10.15

appositive MA 99 6.78 6.68 0.67 0.00 30.00
PhD 64 6.48 5.76 0.72 0.00 25.81
EW 149 6.23 7.64 0.63 0.00 41.38
Total 312 6.45 6.97 0.39 0.00 41.38

multiple.pp MA 99 12.37 7.57 0.76 0.00 34.48
PhD 64 13.79 6.56 0.82 0.00 25.64
EW 149 21.39 12.06 0.99 0.00 66.67
Total 312 16.97 10.68 0.60 0.00 66.67

of.phrase MA 99 22.05 10.31 1.04 0.00 56.14
PhD 64 24.41 11.82 1.48 2.87 63.93
EW 149 24.43 29.51 2.41 0.00 341.67
Total 312 23.67 21.88 1.24 0.00 341.67

pp MA 99 18.08 10.11 1.02 0.00 47.62

(continued on next page)
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Table 3 (continued )

No. of texts Mean Std. Deviation Std. Error Minimum Maximum

PhD 64. 15.12 8.10 1.01 0.00 37.42
EW 149 18.63 11.61 0.95 0.00 57.69
Total 312 17.74 10.56 0.60 0.00 57.69

Fig. 1. The normalized frequency rates per 1000 words.
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Excerpt 1 (L1 Persian, PhD)

The merits of form-focused instruction have beenwidely debated and investigated in language classrooms. Consequently,
the last ten years have witnessed a steady increase in the number of studies that have examined the effects of corrective
feedback on L2 learning. This includes both descriptive and experimental research examining awide range of variables (e.g.,
type and amount of feedback, mode of feedback, learners’ language proficiency level, instructional context, and attitudes
towards feedback. One of the relevant variables in corrective feedback studies which seems to be less operationalized is the
differential impact of different types of feedback on the accuracy of the oral performance of the participants. Therefore, the
present research aimed to investigate the differential impact of prompts and recasts on the phonological, grammatical, and
lexical errors of Iranian EFL university students.
Excerpt 2 (EW)

In this article, we examine current practices in the measurement of syntactic complexity to illustrate the need for more
organic and sustainable practices in the measurement of complexity, accuracy, and fluency (CAF) in second language pro-
duction. Through an in-depth review of examples drawn from research on instructed second language acquisition, we
identify and discuss challenges to the evidentiary logic that underlies current approaches. We also illuminate critical
mismatches between the interpretations that researchers want to make and the complexity measures that they use to make
them. Building from the case of complexity, we point to related concerns with impoverished operationalizations of
multidimensional CAF constructs and the lack of attention to CAF as a dynamic and interrelated set of constantly changing
subsystems.

Having identified the most common patterns of phrasal modification in the three corpora, we then compared their use
across the three groups of abstracts. This comparison, which is summarized in Table 4, reveals the extent to which the two
groups of graduate writers’ use of complex noun phrases is similar to or different from that of expert writers. As previously
noted, since we examined 16 grammatical features and therefore performed 16 tests simultaneously, we used the Bonferroni
correction to avoid spurious positives. This adjusts the alpha value for each comparison to 0.002 (i.e., 0.05/16¼ 0.002). The
one-way ANOVA was run to determine whether the means for the MA, PhD, and EW groups differ significantly from each
other.

The one-way ANOVA, comparing the three groups, showed statistically significant differences (p< .002) in the mean
values of four of the 16 noun modifiers: pre-modifying nouns, -ed participles as post-modifiers, attributive adjectives/noun



Table 4
Differences in the mean frequencies of noun modifiers among MA, PhD, and NS groups.

Stage Grammatical Structure F Sig h2 MA vs. PhD MA vs. EW PhD vs. EW

2 Attributive adjectives 2.29 0.103 0.015 e e e
a Participle pre-modifiers 5.471 0.005 0.034 e e e

3 Relative clauses 0.82 0.074 0.032 e e e

Nouns as pre-modifiers 45.418 0.000 0.227 * * e

Possessive noun as pre-modifiers 0.158 0.854 0.001 e e e

Of phrase concrete/locative meanings) 0.36 0.698 0.002 e e e

Prepositions other than of as noun post-modifiers (concrete/meanings) 4.663 0.01 0.029 e e e

4 -ed participle as post-modifiers 9.854 0.000 0.06 e * e

-ing participle as post-modifiers 3.315 0.038 0.021 e e e

attributive adjectives/nouns as pre-modifiers 15.501 0.000 0.091 e * e

Of phrase (abstract meanings) 1.617 0.2 0.01 e e e

Prepositions other than of as noun post-modifiers (abstract meanings) 0.517 0.597 0.003 e e e

5 Preposition þ nonfinite complement clause 4.354 0.014 0.027 e e e

Complement clauses controlled by nouns 0.194 0.823 0.001 e e e

Appositive noun phrases 0.187 0.83 0.001 e e e

Multiple prepositional phrases as post-modifiers 29.28 0.000 0.159 e * *

*Indicates a statistically significant difference (p < .002).
- indicates a non-significant difference (p> .002).

a not included in Biber et al. (2011).
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sequences as pre-modifiers, andmultiple prepositional phrases as post-modifiers were found to differ significantly across the
three groups. For the four modifiers that showed statistically-significant between-group differences, the Bonferroni post-hoc
test was run to determine where the differences lay in the three groups of abstracts for each of the categories of modification.
Results of the post hoc tests are summarized in Table 4 with significant differences shown with an asterisk.

The first significant difference turned out to be in the use of nouns as pre-modifiers [F(2, 309)¼ 45.41, p¼ .00, h2¼ 0.227].
A review of the mean scores for this feature shows that more experienced writers tend to use more pre-modifying nouns in
their academic writing (MA¼ 19.47; PhD¼ 38.68; EW¼ 47.86), with statistically significant differences found between the
MA/PhD and the MA/EW groups. However, it should be noted that the difference between the PhD/EW groups was not
statistically significant. The second observed difference was in the use of -ed participles as post-modifiers [F(2, 309)¼ 9.85,
p¼ .00, h2¼ 0.06]. The mean values for this feature also increased linearly from MA to EW (MA¼ 2.95; PhD¼ 4.55;
EW¼ 6.41). The difference between the MA/EW groups was significant for this feature, while the results did not reveal any
significant difference between the MA/PhD and PhD/EW groups.

The use of adjective/noun combinations as pre-modifiers was the third feature to yield statistically-significant differences
between the three groups of abstracts in our study [F(2, 309)¼ 15.50, p¼ .00, h2¼ 0.091]. Once again, a linear increase in the
mean value of this category of noun modifiers was observed across the groups (MA¼ 4.47; PhD¼ 7.77; EW¼ 11.17). The post
hoc test results pointed to a significant difference between the MA/EWgroups while the difference between the MA/PhD and
PhD/EW groups did not turn out to be significant.

Finally, the last significant difference between the three groups of abstracts lies in the use of multiple prepositional phrases
as post-modifiers [F(2, 309)¼ 29.28, p¼ .00, h2¼ 0.159]. The EW group (M¼ 21.39) used multiple prepositional phrases
significantly more than both the MA (M¼ 12.37) and the PhD groups (M¼ 13.79). This is while no statistically-significant
difference was observed between the MA/PhD groups.

Based on Cohen's (1988) interpretation of effect sizes, an eta squared value (h2) of 0.01 is considered small, while h2 values
of 0.06 and 0.14 are considered as medium and large, respectively. In our study, the effect sizes are large for nouns as pre-
modifiers (h2¼ 0.22) and multiple prepositional phrases as post-modifiers (h2¼ 0.15). This is while medium effect sizes
are observed for -ed participles as post-modifiers (h2¼ 0.06) and adjective/noun combinations as pre-modifiers (h2¼ 0.09).
As can be seen in Table 4, for the features that are not significantly different across the three groups, the effect sizes are all
small (h2<0.06).

In summary, out of the 16 types of noun modifiers examined in our study, graduate students of Applied Linguistics did not
differ significantly from expert writers in producing 12 of the categories. Out of four kinds of modification inwhich significant
differences were found, one could be categorized as a nonfinite dependent clause (-ed participle as post-modifier) and the
other three as dependent phrases (pre-modifying nouns, adjective/noun combination as pre-modifiers, and multiple prep-
ositional phrases as post-modifier). This is consistent with Biber et al.'s (2011) hypothesis, according to which finite
dependent clauses are predicted to be acquired at earlier stages of writing development, while nonfinite dependent clauses
are said to be mastered at intermediate stages followed by dependent phrases which are predicted to appear in the final
stages of academic writing development.

In addition, in this study, we found that abstracts by PhD-level graduate students better approximated those of expert
writers. Of the four categories that turned out to be significantly different across the three groups (i.e., nouns as pre-modifiers,



A. Ansarifar et al. / Journal of English for Academic Purposes 31 (2018) 58e7168
ed participles as post-modifiers, adjective/noun sequences as pre-modifiers, and multiple prepositional phrases as post-
modifiers), the PhD group of abstracts, when compared to expert writers, only lacked multiple prepositional phrases as
post-modifiers (i.e., the last stage in Biber et al.'s (2011) developmental stages of syntactic complexity). The abstracts by the
MA group, on the other hand, fell short in all of the four features when compared to expert writers.

Our findings partially corroborate Biber et al.'s (2011) prediction that with a gain in experience, more phrasal constructions
can be observed in academic writing. However, the exact stages outlined in Biber et al. (2011) could not be traced in our
corpus. The use of attributive adjectives and participles, from stage 2, did not turn out to be significantly different across the
three groups. Since both these features are said to be acquired during the early stages of syntactic development, it is not
surprising that all three groups of abstracts by graduate students and expert writers used these features to an equal extent.
Parkinson and Musgrave (2014) classified participles as a separate category of adjectives and predicted that participles are
acquired later than other adjectives. Our findings, however, did not support this prediction as we found no significant dif-
ference in the use of participles across the three groups of abstracts. Differences among the abstracts began to emerge at the
third stage, where only pre-modifying nouns were found significantly more in PhD and EW abstracts compared to MA
writing. This finding is largely consistent with previous studies in which more skilled groups were found to rely more on
nouns as pre-modifiers compared to their less-skilled counterparts (e.g., Parkinson&Musgrave, 2014). Biber et al. (2014) also
mentioned findings from an unpublished investigation of complexity features in a writing course for British university
students, largely consistent with what we found in the present study. They reported an increase in the use of pre-modifying
nouns over the course of 4 years of university study.

Biber et al. (2011) drew a distinction between prepositions with a concrete meaning and those that had an abstract
meaning, placing the former in stage 3 and the latter in stage 4. In the present study, no such distinction could be found in the
frequency of prepositions of either kind across the three groups of abstracts. At stage 4, of the two types of non-finite
dependent clauses, only -ed participles marked a difference among the three groups with PhD and EW including more
such structures thanMA. This finding suggests that the PhD group of our study better approximated the EWgroup in their use
of these modifiers. Based on Biber et al.'s (2011) hypothesized developmental stages of syntactic complexity, finite dependent
clauses are acquired at earlier stages of writing development while nonfinite dependent clauses (e.g., -ed participles and -ing
participles) are more frequently observed at later stages of development. This observation is also largely consistent with that
of Staples et al. (2016), who reported that nonfinite clauses (except for -ed participles as post-modifiers) remained stable
across academic levels. They also noted that intermediate features (e.g., nonfinite dependent clauses) “may not playmuch of a
role in the overall writing development of L1 university level students” (p. 29). Our observations also corroborate their claim.
This shows that these forms (-ed participles and -ing participles) should perhaps appear in separate stages, since other studies
have also found them to be different in academic writing by learners of different experience levels (Staples et al., 2016).
Another feature from stage 4 which turned out to be significantly different across the three groups was the use of adjective/
noun sequences as nouns premodifiers with the PhD and EW corpora including more instances of this feature than the MA
corpus. Biber et al. (2011) previously noted that finite dependent clauses are acquired at earlier stages of writing development,
while nonfinite dependent clauses are often learned at later stages and it is not until advanced levels that we begin to see
more frequent use of phrasal modifiers. In line with this finding, we also found that adjective/noun combinations as phrasal
noun pre-modifiers were more commonly seen in the academic writing of more experienced writers.

The fifth and final stage is wherewewould expect to see the highest amount of variance among the graduate students and
expert writers. In this stage, only the use of multiple prepositional phrases turned out to be significantly different across the
three groups of abstracts. We found that EWs used more multiple prepositional phrases than the MA and PhD groups. This
finding is in line with Biber et al.'s (2011) hypothesis that multiple prepositional phrases are the last grammatical feature in
the final stage of the developmental index. As a result, wewould expect to see this form of nounmodification quite frequently
only in abstracts written by highly-experienced writers (i.e., EWs). Excerpt 3 provides an example of how expert writers rely
on multiple prepositional phrases in their writing.
Excerpt 3

Building on previous studies of the effects of planning on second language (L2) learners' oral narratives and drawing on
Kellogg's (1996) model of writing, this article reports a study of the effects of three types of planning conditions (pre-task
planning, unpressured on-line planning, and no planning) on 42 Chinese learners' written narratives elicited by means of a
picture composition.

The mean values for Preposition þ nonfinite complement clause (MA ¼ 1.31, PhD ¼ 0.96, EW ¼ 2.51) and Complement
clauses controlled by nouns (MA ¼ 1.81, PhD ¼ 0.44, EW ¼ 0.43) were too small, and a larger corpus would perhaps be more
revealing of how these structures develop with experience. The use of appositives as post modifiers was also not significantly
different in the three corpora (MA ¼ 6.78, PhD ¼ 6.48, EW ¼ 6.23). Biber et al. (1999) consider acronyms as a form of
appositive in academic writing. Almost all abstracts written by MA and PhD groups included acronyms (names of the tests,
scales and questionnaires) since most followed an experimental or survey design. This could account for the high frequency
with which appositive constructions are observed in graduate-student writing. The following excerpt shows how frequently
acronyms (underlined) are employed by L1 Persian graduates.
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Excerpt 4 (L1 Persian, MA)

Grammar-specific language impairment (G-SLI), recognized as a core deficiency in inflectional morpho-syntax, is a sub-
group of specific language impairment (SLI). Having observed a number of SLI children floundering in comprehending the
reversible passive structure, Van der Lely (1994) proposed the Minimalism-based theory of representational deficit in
dependent relations (RDDR) as a theoretical explanation. The present study, however, securing Linguistic coding deficit
(differences) hypothesis (LCDH) (Ganschow, Sparks & Javorsky, 1998) as its theoretical basis, examines Grammar-specific
language impairment (G-SLI) as a disorder in foreign language learning (FLL).

4. Conclusions and implications

Using a corpus-based cross-sectional research design, this study examined noun modification in the academic writing of
three groups: an L1 Persian MA-level group of graduate students, an L1-Persian PhD group of graduate students and a group
of published expert writers all writing within the field of Applied Linguistics. Our results revealed that phrasal complexity in
abstracts by both L1-Persian and expert writers arose primarily from their use of attributive adjectives (e.g., a steady increase),
prepositional phrases as post-modifiers (e.g., range of variables) and nouns as pre-modifiers (e.g., feedback studies) corrob-
orating Biber et al.'s (2011) claim that in academic prose, meaning is for the most part condensed into complex noun phrases
rather than being expressed in clause form. The comparisons we drew among the three groups of abstracts allowed us to
empirically test the developmental progression index of noun phrase complexity proposed by Biber et al. (2011). Our findings
revealed the extent to which abstracts by L1-Persian graduate students and expert writers differ in the use of each of these 16
noun modifier categories, and determined whether PhD-level students, who have more experience in dealing with academic
English, better approximate the level of complexity found in texts by expert writers through their use of phrasal features
compared to their MA-level counterparts. The data from our study indicate that PhD-level students only differed in the use of
one feature (i.e., they used fewer multiple prepositional phrases) compared to expert writers. This finding lends support to
Biber et al.'s (2011) hypothesis, since in their proposed index, multiple prepositional phrases are the last stage in the
developmental cline. At the same time, we found that the MA and PhD abstracts were only significantly different in one
feature (i.e., nouns as pre-modifiers). This observation signals a gradual shift towards phrasal complexity in the writing of
university students. While our findings suggest a tendency towards greater use of phrasal constructions bymore experienced
writers, the exact predicted sequence of development hypothesized by Biber et al. (2011) could not be traced in our data and
in some instances (e.g., -ed participles and -ing participles), a re-consideration of features among these stages is advised.

The findings of the present study can help graduate students and L1 academic writing instructors gain a more in-depth
understanding of how features of syntactic complexity are employed by more experienced academic writers and how the
features of complexity are employed differently by less experienced academic writers at different stages of higher education.
However, as with most studies, ours was not without its limitations. First of all, the labor-intensive nature of manual coding
prevented us from exploiting a larger corpus, and so we cannot provide detailed comments on less frequent categories of
phrasal modification. Future research could possibly focus on grammatical features of this kind. Second, we only managed to
examine patterns of noun phrase modification in L1 Persian university students' writing samples from the discipline of
Applied Linguistics. Lu and Ai (2015) pointed out that learners with different L1 backgrounds, even at the same or comparable
proficiency levels, may not necessarily follow the same patterns of development in terms of syntactic complexity. Disciplines
may also vary in terms of the frequency and range of complexity features they include. Therefore, it would be interesting if
future research were to examine the patterns of noun modification in the writing of students from other L1 backgrounds and
across other disciplines. Doing sowould allow us to investigate the possible effect of L1 and disciplinary variation on students’
syntactic development. Our study also did not attempt to link phrasal modification features to the discourse functions they
perform in text. This is very important because the frequency of certain categories of noun modifiers could be linked to the
frequency with which those discourse functions recur in the text. Another limitation of this study was in its comparison of
MA, PhD and RA abstracts. It is likely that some of the differences we observed among the three groups resulted from the
inherent differences between these three types of abstracts and not the amount of academic writing experience of the
writers. Finally, the present study is a corpus investigation of syntactic complexity and does not deal with the way phrasal
modification features are processed by the language learner during production. Future studies can draw upon the existing
body of Second Language Acquisition literature to complement the insights provided by corpus-informed studies of this kind.
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