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Stereo Particle Image Velocimetry measurements ohé flow field around a unity aspect
ratio wing with a sinusoidal leading-edge have beeparried out at a Reynolds number
Re = 140, 000 for two angles of attackg = 0° and 15°. These measurements are intended to
be used for improved computational modeling of theflow employing Detached Eddy
Simulations. For this reason, numerical predictionshave also been carried out for the
mentioned flow cases, using the “F2-shielded” modaf and the “delayed” modeling
approaches for the SSTk-w turbulence model, as well as a reference Reynoldsreraged
Navier-Stokes calculation. The results have demonsted the superior performance of the
“delayed” modeling at high incidence. However, thdatter approach unexpectedly fails at
low incidence, hence indicating the need for impraad boundary layer transition modeling.

Nomenclature

AR = aspect ratio

a = angle of attack
C. = lift coefficient

c = wing chord, m

Re = Reynolds number

[. Introduction

ICRO air vehicles generally make use of low aspa&iod wings and, as a consequence of their snzalland

low flight velocities, they operate in the low Rejyds number regimeRe < 200,000): This is especially
challenging for aerodynamicists as laminar sepamaéind early stall plague this regime of operateventually
compromising the performance of the vehicle andateting elaborate computational modeling at dedigges. On
the other hand, it has been demonstrated a fevg wegr that stall control in airfoils may be attaiméa a sinusoidal
modification of their leading edges, with little o drag penalt§ The original idea was inspired in biomimetics,
namely following the observation that the pectdlippers of the “acrobatic” humpback whaleshibited scalloped
leading edge3For this reason, other studies focused on veryifipéigh-aspect ratio tapered wings as an attempt
to mimic a real whale flipper, both from the expeentaf and computational points of vielNumerical predictions
of the flow around baseline and modified airfoits Ref. 3 have lately been performed employing anRkis-
Averaged Navier-Stokes (RANS) approddvery recently, Particle Image Velocimetry measurataéhave been
carried out as well for a different airfoil geometrbringing additional insight about the physical im&gisms
behind this type of flow control.

The promising results initially reported for aitiivere also the subject of detailed wind tunnetiigs aimed at
extending the analysis to low-aspect-ratio low-Regs-number wings® and thus envisaging the application of the
technique to fixed-wing micro aerial vehicles. Angasther results, these studies identified the appea of locally
separated flow, even at relatively low incidenaest, only as a consequence of the use of rathék thilcg sections
but namely resulting from the leading-edge modiftoa Such experimental observations were latetiglr
confirmed via numerical simulation of the foregoiexperiments employing Detached Eddy SimulationEg3*
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Figure 1 shows that one of the outcomes of usisigasoidal leading-edge is the local intensificatod the suction
peak at thevalleys hence potentially leading to the establishmera thfree-dimensional separation bubble.

Figure 1: Instantaneous flow field for a unity aspet ratio wing with a sinusoidal leading-edge at
Re = 160,000 anda = 15°. Color contours and iso-surfaces representgssure coefficient and vorticity,
respectively™

The above results demonstrate that additionalcdiies may be expected in the simulation of the-Reynolds-
number flow around this type of finite wings. Adeaa simulation techniques such as DES are likebetthe most
adequate choice to cope with the complexities df lbe flow and wing geometry. However, although tiross
features of the flow physics may already have besproduced in the aforementioned simulatibng, was
concluded that improved computational modelingti equired for an accurate prediction of the atmamic
characteristics.

The main objective of the present work is to emdgreo Particle Image Velocimetry (SPIV) measurgso
assist the improvement of DES modeling. Hence,iléetahree-component velocity data are obtaineglaatous
incidences and the velocity maps are compared thighcorresponding results produced by different enical
simulation approaches.

II.  Wind Tunnel Experiments

The present experiments were carried out at theslpeed, open-circuit wind tunnel described in Rif,
making use of the same wing models reported the®iwell, which were based on the NASA LS(1)-04idfife.
Briefly, the wind tunnel has a test section witbrass-sectional area of 1.350.80 nf, operating at undisturbed air
velocities up to approximately 10 m/s; the wing migdhave a (mean) chood= 232 mm for aspect ratidsR = 1
and 1.5, and varying values of amplitude and wangtle of the sinusoidal leading edges. Howeverhatdurrent
stage of the SPIV experiments, only model S1-ARE 1, sinus amplitude 0.t2sinus wavelength 0.8phas been
considered.

The basic characteristics of the SPIV system (Dabiamics, Denmark) are as follows:

a) a DualPower 200-15 YAG laser (Litron, UK) operataeda frequency of 10 Hz with pulse energy of

2x190 mJ @ 532 nm;

b) two digital cameras FlowSense EO 4M with a resolutbf 2048x 2048 pixels equipped with objectives

Macro Zeiss 50 mm;

c) data processing performed by the DynamicStudioswt.

In order to maximize the field of view when the ginwere positioned at moderate to high incidentbesfirst
camera was installed perpendicularly to the lagght Isheet (which, in turn, was perpendicular te thing
platforms) and the second was tilted to an angl&4fdegrees. Proper camera mounts and a fully ctmpu
controlled 4-axis translation system (ISEL, Germjamjlowed keeping the system aligned and focused in
Scheimpflug condition during spanwise flow fieldnseys. Seeding was provided upstream of the wimhedl
plenum by a 1500 W commercial smoke generator X control.

SPIV numerical data have been obtained using 32 pixels interrogation windows with an image daprof
50% and applying two levels of multi-pass procegsmincrease the dynamic range of the measurermEmeslaser
pulse separation was set to 10 ms, after optingizaif image correlation for both cameras views.



[1l.  Numerical Simulations

The numerical wing models were originally consteacusing the CAD software Solidworks, based on the
prescribed wing section. In order to generate thassidal leading edge, the reference wing sectiad to be
modified without distorting the trailing region. Was decided that the original airfoil should cepend to zero
amplitude points in the sinus wave. Hence, theileofocated at smaller chord zones than the neberdalley9
have larger leading edge radii and the profilesesponding to maximum amplitude zones, displayangdr chords
(peaks, are relatively thinner than the reference geoyn@hd have a smaller leading edge radius. The rokard
of all the models used in the present study was é@pstant. A choice for square wing tips has breade and, as a
consequence, the wing ends abruptly, which comglicthe task of mesh generation. However, thioogias the
advantage of avoiding the addition of extra vaealb the design of the models.

The computational mesh for finite wing simulatiomas generated employing a C-H-topology built vétout
10 million mesh nodes. Far-field boundaries weteas@ distance of approximately@Mo-slip conditions were
applied along the wall surfaces of the wing. Aimingoroperly resolve the wall boundary layers, mesties were
clustered near wing surfaces using a geometric resipa. Finally, as the flow remained incompressiinleall
studied cases, a simple open boundary conditionus@g at the outflow section.

As initially discussed in Section I, taking intocaunt the geometry of the models and the seldgtseholds
number, DES seemed to be the most adequate appmdehl with the intrinsic complexities of theviloNamely,
DES is known to have a good performance when massiparations occtfwhich is expected to arise for the
models operating at high angles of attack. Howenaderence simulations employing RANS have beeriezhout
as well. In both approaches the selected turbulenodel was the SSK-w,** mostly because of its superior
performance at reducing the mesh influence of tBS Mimiter in the RANS boundary lay&rBriefly, the three
following approaches have been analyzed:

a) standard RANS;

b) “shielded” DES, using function F2 of the S& turbulence model to preserve the RANS mode anitlavo

grid induced separation (DES-F2);

c) “delayed” DES, following a procedufeto delay the Large Eddy Simulation function usthg SSTk-w

turbulence model (DDES).

The numerical solution procedure used a SIMPLEM{Seplicit Method for Pressure Linked Equations)
pressure-velocity coupling and a second-order ateuspatial discretization for the pressure. Thel@U
(Quadratic Upwind Interpolation for Convective Kinatics) scheme was used in the discretization ahemum
and turbulence equatiofs.However, the time integration was performed emiplgya second-order accurate
implicit scheme to alleviate numerical stabilityngctions. The time step used was 0.0025 s isialllations. The
numerical model chord and the free stream velogigye fixed to 250 mm and 8.18 m/s, respectivelyisTh
corresponded to a Reynolds numBer= 140,000, within the typical range of operatidnMAVSs. In a number of
cases the simulations had to be carried out fagdothan 40 s in order to reach a statisticallyweoged unsteady
behavior unaffected by initial transients.

V. Results and Discussion

Experiments and simulations have been performeda@tangles of attack for the model and flow coruwtit
described in the previous sections. The first aamgie of attacla = 15°, for which a complex, separated flow was
expected, and the secondaat 0°, for which only attached flow was anticipated

A. Angle of attack a = 15°

The time-averaged velocity fields obtained at atragnvertical plane crossing the wing model arevef in
Fig. 2 for both SPIV experiments and the threeed#t numerical approaches listed in Section filall maps the
velocities have been normalized by the free-strealwcities to facilitate a direct comparison.

The results clearly demonstrate the superior perdioce of DDES over DES-F2 and RANS. In fact thevflo
fields obtained for the latter two approaches atigecgimilar. The most striking difference betweébase numerical
predictions and the results obtained with SPIV BBES is that only a small separation is shown daérgasn of the
suction peak at the leading-edge valley, whereassiva separation occurs in the trailing-edge reg&RlV and
DDES data are very close, with this numerical apphoapparently slightly under-predicting the sifetle
(upstream) separation bubble.
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Figure 2: Time-averaged velocity fields obtained athe symmetry plane forRe = 140,000 andx = 15%;
a) SPIV; b) RANS; ¢) DES-F2; d) DDES.

A three-dimensional (partial) view of this closexparation flow region shown in Fig. 3, aimed at endetailed
comparisons with the numerical simulations, hambaatained with SPIV data. A total of 13 spanwigertical,
time-averaged velocity maps, extending over a balthe wing model have been used in the three-dsineal
reconstruction of the flow. The original experim@ndata has been interpolated into a regular me#htie same
spanwise spacing as that of SPIV interrogation aivel Again, when compared with the DDES predictighe
size of the (upstream) separation bubble is natdzbtslightly larger, hence still demanding for noyed numerical
modeling. On the other hand, small separationsatsmbe seen in the trailing-edge region, which feasd to be
in agreement with the DDES results as well (nowshbere).

Rather unexpectedly, the deficiencies of RANS a&biF2 models on reproducing the detailed flow ptgy/sit
a = 15° do not significantly affect the calculatiof the aerodynamic characterist%, as shown in Fig. 4 in
comparison with experimental data from Ref. 10. Muwore surprising, however, are the difficultiefibked by
the DDES to cope with the seemingly easier cage=a0°, as will be discussed in the next subsection.



Figure 3: Three-dimensional reconstruction of theitme-averaged flow field using SPIV data at
Re = 140,000 anda = 15°. Iso-surfaces correspond to zero streamwiselocity.
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Figure 4: Lift coefficient data obtained atRe = 140,000 from aerodynamic balance measuremerifs,
RANS, DES-F2 and DDES modeling.

B. Angle of attack a= 0°

The time-averaged velocity fields obtained at are¢nvertical plane crossing the wing model arevah for the
new incidence in Fig. 5, again for both SPIV expemts and the three different numerical approatibtel in
Section Ill. Once more time, in all maps the veiesi have been normalized by the free-stream w@&scio
facilitate a direct comparison.



Figure 5: Time-averaged velocity fields obtained athe symmetry plane forRe = 140,000 andx = 0°;
a) SPIV; b) RANS; ¢) DES-F2; d) DDES.

The results show that RANS and DES-F2 predictiaersn@w much closer to SPIV velocity data, whichgloe
not show, as expected, any separation at this afigittack. Apparently, in this case, the DDES mdsleot able to
generate a turbulent boundary layer over the uppdgace, leading to laminar separation at theitigdédge. The
turbulent separation obtained with the remaindedet®is much smaller, thus seemingly producinglteshat are
closer to those obtained with SPIV. However, as d#dore in Fig. 4, in order to better reproduce @lerodynamic
balance measurements, further modeling improvensgentstill needed. Presumably, the laminar-turbiukamsition
prediction capabilities of the DDES must allow ttevelopment of a significant extent of the boundayer in the
laminar regime, but still avoiding laminar separatin the trailing-edge region. This is apparestynfirmed by the
SPIV data in Fig. 5, where the boundary layer, desgscaping separation, exhibits much larger dgfic

V. Conclusion
With the aim of providing a solid basis for the impement of numerical modeling of the flow around
low-aspect-ratio wings with sinusoidal leading-esiger stall control at low Reynolds number, Sterety
measurements have been carried oR@at 140,000 for two angles of attack,= 0° and 15°. Detached Eddy
Simulations have also been performed for the meatioflow cases, using the “F2-shielded” modeling &me



“delayed” modeling approaches for the SE¥ turbulence model, as well as a reference Reyndldsaged
Navier-Stokes calculation. Despite the minor défeses in lift coefficient, best results were clgarbtained with
the “delayed” modeling at high incidence, wherdesdther models completely missed a correct remtaziuof the
flow physics. However, the former approach unexgaigtfailed to meet our expectations at low incickenin this
case, better results were obtained with the reneaimibdels. Nevertheless, all the results were ¢iphbarse than
those obtained at high incidence, thus indicatiregrteed for improved boundary layer modeling.
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