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# Quaternionic inverse Fourier transforms on locally compact abelian groups 
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#### Abstract

In this paper, after introducing the concepts of quaternionic dual group and the quaternionic valued character on locally compact abelian group $G^{2}$, the inverse of the quaternionic Fourier transform (QFT) on locally compact abelian groups is investigated. Due to the non-commutativity of multiplication of quaternions, there are different types of QFTs right, left and two-sided quaternionic Fourier transform. We focus on the right-sided quaternionic Fourier transform (RQFT) and two-sided quaternionic Fourier transform (SQFT). We establish the quaternionic Plancherel and inversion theorems for the square integrable quaternionic-valued signals on $G^{2}$, the space $L^{2}\left(G^{2}, \mathbb{H}\right)$, where $G$ is a locally compact abelian group. Also RQFT on the space $L^{2}\left(G^{2}, \mathbb{H}\right)$ is studied. Furthermore relations between RQFT and SQFT are discussed. These results provide new proofs for the classical inverse Fourier transform, Plancherel theorem, etc. in $L^{2}(G)$.
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## 1. Introduction

In classical Fourier theory, for any $f \in L^{1}(\mathbb{R}, \mathbb{C})$, the Fourier $\operatorname{transform} \hat{f}(\xi)$ is well-defined by

$$
\begin{equation*}
\hat{f}(\xi)=\int_{\mathbb{R}} f(x) \mathrm{e}^{-\mathrm{i} \xi x} \mathrm{~d} x, \quad(\xi \in \mathbb{R}) \tag{1}
\end{equation*}
$$

There are several different definitions of the classical Fourier transform known in the literature, see [1]. Via the inversion formula, the transform can be reversed, so that well-behaved functions $f$ can be represented as an infinite sum of trigonometric polynomials, where the limit of which equals $f(x)=\int_{\mathbb{R}} \hat{f}(\xi) \mathrm{e}^{\mathrm{i} \xi x} \mathrm{~d} \xi$, for almost every $x \in \mathbb{R}$.

This transform is a very powerful tool in fields such as chemistry, physics, and computer engineering. For example, complicated sound waves take the form of periodic functions, and the infinite sums that represent them can be approximated very well by just a couple of leading Fourier coefficients. Plancharel's theorem is an application of the Fourier transform that is used to analyze particles in quantum physics. This Fourier mapping and its characteristics do not stem from properties of the real numbers, but instead from certain mathematical spaces. The Fourier transform can thus be generalized to sets other than the

[^0]real line, such as the circle, the integers, and in fact any locally compact abelian group (LCA group) (see [2-4]). Studying the Fourier transform of LCA groups allows us to explain many of the properties that we take for granted about the everyday Fourier transform of real numbers.

The previous contributions on inversion theorem and energy-preserved property of QFTs are developed in [5-7]. The generalization of the classical Fourier analysis into the quaternionic case is not trivial and lacks some important features due to the noncommutativity. There has been a lot of interest recently in the quaternionic Fourier transform. Hartmann compared the two best-known quaternionic Fourier transforms, the one-sided version and the two-sided version in [7]. The one-sided version and the derived structure behind it lacks some needed properties, which the two-sided (or sandwiched) version has.

In light of this, the inversion theorem on $L^{1}\left(G^{2}, \mathbb{H}\right)$ and Plancherel theorem of QFTs are investigated thoroughly in this paper, where $G$ is a locally compact abelian group. Therefore, it is of great interest to progress the function theory of QFT for square integrable functions with respect to the locally compact abelian groups. To achieve this goal, we want to adopt the method of approximation to the identity by (good kernels). This method is commonly used in classical Fourier analysis [2-4].

For the case $G=\mathbb{R}$, the quaternion Fourier transforms (QFTs) play a vital role in the representation of (hypercomplex) signals [6, 8]. In [9-11], authors used the QFT to proceed the color image analysis. Bayro-Corrochano et al. in [12] applied the QFT to image pre-processing and neural computing techniques for speech recognition. The closest generalization would be to use two characters on the same side. This approach was already used in [13]. Following [14], the pioneering works of Ell and Sangwine, Hitzer studied the QFTs (including right-sided QFT and two-sided QFT) applied to quaternion-valued functions [15] and presented a series of further generalizations for QFTs [16-18]. In 2016, D. Alpay et al. in [19] studied the quaternion-valued positive definite functions on locally compact abelian groups, real countably Hilbertian nuclear spaces and on the space $\mathbb{R}^{n}$, endowed with the Tychonoff topology.

This paper is organized as follows: Section 2 recalls some basic knowledge of quaternion algebra. In this section, we introduce the notion of a characters on $G^{2}$ over $\mathbb{H}$ and twodimensional quaternionic dual group of $G^{2}$. Next an essential tool in our study, which is a generalization of Poisson kernel on a locally compact abelian group is constructed. This will play a substantial role in this paper. Section 3 investigates the inversion right side quaternionic Fourier transform theorem on $L^{2}\left(G^{2}, \mathbb{H}\right)$ and Plancherel theorem of right-sided QFT. In Section 4, we establish the relation between RQFT and two-sided QFT (SQFT) and study some properties of SQFT.

## 2. Preliminaries

In this section, we provide some basic concepts of quaternions which are essential for our study.

Quaternions were introduced by W. Hamilton in 1843. We don't intend to describe the properties of quaternions and refer the readers to [20-24] for more pertinent details.

Throughout the paper, let

$$
\mathbb{H}=\{q: q=a+b i+c j+d k \text { with } a, b, c, d \in \mathbb{R}\}
$$

be the Hamiltonian skew field of quaternions, where the elements $i, j$ and $k$ are imaginary units with Hamilton's multiplication rules:

$$
i j=-j i=k, \quad k i=-i k=j, \quad j k=-k j, \quad i i=j j=k k=-1 .
$$

For every quaternion $q=a+b i+c j+d k$, the scalar and vector parts of $q$ are defined as $S c(q)=a$ and $\operatorname{vec}(q)=b i+c j+d k$, respectively. If $S c(q)=0$, then $q$ is called pure imaginary quaternion. The set of all pure imaginary quaternions is denoted by $\operatorname{Im}(\mathbb{H})$. The quaternion conjugate is defined by $\bar{q}:=a-b i-c j-d k$, and the norm $|q|$ of $q$ defined as $|q|:=\sqrt{q \bar{q}}=\sqrt{a^{2}+b^{2}+c^{2}+d^{2}}$. Then we have $\overline{\bar{q}}=q, \overline{p+q}=\bar{p}+\bar{q}, \overline{p q}=\bar{q} \bar{p},|p q|=$ $|p||q|$, for all $p, q \in \mathbb{H}$. Using the conjugate and norm of $q$, one can define the inverse of $q \in \mathbb{H} \backslash\{0\}$ by $q^{-1}=\bar{q} /|q|^{2}$. The multiplication of two quaternions is noncommutative, but

$$
\begin{equation*}
S c(p q)=S c(q p) \quad(p, q \in \mathbb{H}) . \tag{2}
\end{equation*}
$$

Put $\mathbb{S}:=\{q \in \operatorname{Im}(\mathbb{H}):|q|=1\}$, which is called the sphere of unit pure imaginary quaternion. For any $\mu \in \mathbb{S}$, the quaternion has subsets $\mathbb{C}_{\mu}:=\{\alpha+\mu \beta \in \mathbb{H}: \alpha, \beta \in \mathbb{R}\}$. For each fixed $\mu \in \mathbb{S}$, the set $\mathbb{C}_{\mu}$ is isomorphic to the complex plane. Equivalently, $\mathbb{H}=\bigcup_{\mu \in \mathbb{S}} \mathbb{C}_{\mu}$. We denote by the set $\mathbb{T}_{\mathbb{C}_{\mu}}=\left\{q \in \mathbb{C}_{\mu}:|q|=1\right\}$.

As usual, we denote by $C_{c}\left(G^{2}, \mathbb{H}\right)$ the set of all $\mathbb{H}$-valued continuous compact support functions, and $C_{0}\left(G^{2}, \mathbb{H}\right)$ the set of all $\mathbb{H}$-valued continuous functions, which vanish of infinity.

The space $L^{p}\left(\mathbb{R}^{2}, \mathbb{H}\right), 1 \leq p<\infty$ is considered in $[7,15]$. By a similar argument, for a locally compact abelian group $G$, we may define the space $L^{p}\left(G^{2}, \mathbb{H}\right)$.

The space $L^{p}\left(G^{2}, \mathbb{H}\right), 1 \leq p<\infty$, is the left module of all quaternion-valued measurable functions $f: G^{2} \rightarrow \mathbb{H}$ with the finite norm:

$$
\|f\|_{p}=\left(\int_{G^{2}}\left|f\left(x_{1}, x_{2}\right)\right|^{p} d^{2} \mu_{G^{2}}\left(x_{1}, x_{2}\right)\right)^{1 / p}<\infty
$$

where $d_{\mu_{G^{2}}}^{2}\left(x_{1}, x_{2}\right)=d_{\mu_{G}} x_{1} d_{\mu_{G}} x_{2}$ represents the Haar measure on $G^{2}$.
For $p=\infty$, the space $L^{\infty}\left(G^{2}, \mathbb{H}\right)$ is defined by

$$
L^{\infty}\left(G^{2}, \mathbb{H}\right)=\left\{f: G^{2} \longrightarrow \mathbb{H}: f \text { is measurable and }\|f\|_{\infty}<\infty\right\}
$$

where

$$
\|f\|_{\infty}=e s s \sup _{\left(x_{1}, x_{2}\right) \in G^{2}}\left(\left|f\left(x_{1}, x_{2}\right)\right|\right) .
$$

With a similar argument of [7], we may define a real inner product on $L^{2}\left(G^{2}, \mathbb{H}\right)$ as:

$$
\begin{aligned}
\langle f, g\rangle & =\frac{1}{2} \int_{G^{2}}\left(\left(g\left(x_{1}, x_{2}\right) \overline{f\left(x_{1}, x_{2}\right)}+f\left(x_{1}, x_{2}\right) \overline{g\left(x_{1}, x_{2}\right)}\right) d_{\mu_{G^{2}}^{2}}\left(x_{1}, x_{2}\right)\right. \\
& =S c \int_{G^{2}} f\left(x_{1}, x_{2}\right) \overline{g\left(x_{1}, x_{2}\right)} d^{2}{ }_{G_{G^{2}}}\left(x_{1}, x_{2}\right) .
\end{aligned}
$$

It is also possible to define an inner product on $L^{2}\left(G^{2}, \mathbb{H}\right)$ by

$$
\begin{equation*}
(f, g)=\int_{G^{2}} f\left(x_{1}, x_{2}\right) \overline{g\left(x_{1}, x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \tag{3}
\end{equation*}
$$

Clearly $\langle f, g\rangle=\operatorname{Sc}(f, g)$, and the induced norms of $\langle\cdot, \cdot\rangle$, and $(\cdot, \cdot)$ are equals.
It is not difficult to verify that

$$
\begin{equation*}
(p f, q g)=p(f, g) \bar{q} \quad\left(f, g \in L^{2}\left(G^{2}, \mathbb{H}\right), \quad p, q \in \mathbb{H}\right) \tag{4}
\end{equation*}
$$

Now, we can state the following lemma which is important in our work.

Lemma 2.1: A quaternion-valued function $f=f_{0}+i f_{1}+j f_{2}+k f_{3}$ is an element of $L^{p}\left(G^{2}, \mathbb{H}\right)$ if and only if every component $f_{m} \in L^{p}\left(G^{2}, \mathbb{R}\right), m=0,1,2,3$, for $1 \leq p \leq \infty$.

Proof: First let $1 \leq p<\infty$ and $f_{m} \in L^{p}\left(G^{2}, \mathbb{R}\right), m=0,1,2,3$, we have

$$
\begin{aligned}
\|f\|_{p}^{p} & =\int_{G^{2}}\left|f_{0}\left(x_{1}, x_{2}\right)+i f_{1}\left(x_{1}, x_{2}\right)+j f_{2}\left(x_{1}, x_{2}\right)+k f_{3}\left(x_{1}, x_{2}\right)\right|^{p} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& \leq \int_{G^{2}}\left(\left|f_{0}\left(x_{1}, x_{2}\right)\right|+\left|f_{1}\left(x_{1}, x_{2}\right)\right|+\left|f_{2}\left(x_{1}, x_{2}\right)\right|+\left|f_{3}\left(x_{1}, x_{2}\right)\right|\right)^{p} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& \leq 4^{p} \int_{G^{2}}\left|f_{0}\left(x_{1}, x_{2}\right)\right|^{p}+\left|f_{1}\left(x_{1}, x_{2}\right)\right|^{p}+\left|f_{2}\left(x_{1}, x_{2}\right)\right|^{p}+\left|f_{3}\left(x_{1}, x_{2}\right)\right|^{p} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& =4^{p}\left(\left\|f_{0}\right\|_{p}^{p}+\left\|f_{1}\right\|_{p}^{p}+\left\|f_{2}\right\|_{p}^{p}+\left\|f_{3}\right\|_{p}^{p}\right)
\end{aligned}
$$

Conversely, if $f \in L^{p}\left(G^{2}, \mathbb{H}\right)$, then from $\left|f_{n}\left(x_{1}, x_{2}\right)\right|^{p} \leq\left|f\left(x_{1}, x_{2}\right)\right|^{p}$, trivially $f_{m} \in L^{p}\left(G^{2}, \mathbb{R}\right)$, $m=0,1,2,3$.

For $p=\infty$, we can see that $|f|^{2}=\sum_{m=0}^{3}\left|f_{m}\right|^{2}$ and therefore $|f| \leq 4 \max \left\{\left|f_{m}\right|: m=0\right.$, $1,2,3\} \leq 4 \sum_{m=0}^{3}\left|f_{m}\right|$. Thus $\|f\|_{\infty} \leq 4 \sum_{m=0}^{3}\left\|f_{m}\right\|_{\infty},\|f\|_{1} \leq 4 \sum_{m=0}^{3}\left\|f_{m}\right\|_{1}$, and $\|f\|_{2}^{2} \leq$ $16 \sum_{m=0}^{3}\left\|f_{m}\right\|_{2}^{2}$.

Form Lemma 2.1, we can conclude the following results.

Remark 2.2: For any $f, g \in L^{p}\left(G^{2}, \mathbb{H}\right), 1 \leq p \leq \infty$, we have
(i) From the fact that any $q \in \mathbb{H}$ has the form $q=x+y j$, for some $x, y \in \mathbb{C}$, we may conclude $f=f_{1}+f_{2} j$, where $f_{1}, f_{2} \in L^{p}\left(G^{2}, \mathbb{C}\right)$, and $\|f\|_{p}^{p} \leq 2^{p}\left(\left\|f_{1}\right\|_{p}^{p}+\left\|f_{1}\right\|_{p}^{p}\right)$.
(ii) From (i) we can conclude the $C_{c}\left(G^{2}, \mathbb{H}\right)$ is a dense subspace of $L^{p}\left(G^{2}, \mathbb{H}\right)$ and $C_{0}\left(G^{2}, \mathbb{H}\right)$ is the closure of $C_{c}\left(G^{2}, \mathbb{H}\right)$ in the uniform metric.
(iii) Similar to the part (i), for any $\mu \in \mathbb{S}, f=f_{1}+f_{2} \mu$, for some $f_{1}, f_{2} \in L^{p}\left(G^{2}, \mathbb{C}\right)$. Thus we can consider every $f \in L^{p}\left(G^{2}, \mathbb{H}\right),(1 \leq p \leq \infty)$ as a linear combination of real (complex) $L^{p}$-functions.
(iv) If $f=f_{0}+f_{1} i+f_{2} j+f_{3} k$ and $g=g_{0}+g_{1} i+g_{2} j+g_{3} k$, then one can see that

$$
\begin{aligned}
\langle f, g\rangle= & S c\left(\int_{G^{2}} f_{0}\left(x_{1}, x_{2}\right) g_{0}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)\right. \\
& +\int_{G^{2}} f_{1}\left(x_{1}, x_{2}\right) g_{1}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& +\int_{G^{2}} f_{2}\left(x_{1}, x_{2}\right) g_{2}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& \left.+\int_{G^{2}} f_{3}\left(x_{1}, x_{2}\right) g_{3}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)\right) .
\end{aligned}
$$

Therefore, some properties of real (complex) $L^{p}$-functions can be naturally extended to quaternionic $L^{p}$-functions.

We refer to the usual text books about locally compact groups [2-4, 25-29]. In the following, we introduce the concept of a quaternionic character on $G^{2}$. This leads us to a two-dimensional quaternionic dual group of the group $G^{2}$.

Definition 2.3: Let $G$ be a locally compact abelian group. For any continuous characters $\omega_{i}: G \rightarrow \mathbb{T}_{\mathbb{C}_{i}}$ and $\omega_{j}: G \rightarrow \mathbb{T}_{\mathbb{C}_{j}}$ define $\omega: G^{2} \rightarrow \mathbb{T}_{Q}$ by

$$
\begin{equation*}
\omega\left(x_{1}, x_{2}\right)=\omega_{i}\left(x_{1}\right) \omega_{j}\left(x_{2}\right), \quad\left(x_{1}, x_{1} \in G\right) \tag{5}
\end{equation*}
$$

where $\mathbb{T}_{Q}:=\{q \in \mathbb{H}:|q|=1\}$. We call $\omega$ a $\mathbb{H}$-valued character of $G^{2}$ and the set of all $\mathbb{H}$-valued characters of the form $\omega$ is denoted by $\widehat{G^{2}}$. The set $\widehat{G^{2}}$ is called the quaternionic dual group of $G^{2}$.

Letting $\widehat{G_{\mathbb{C}_{i}}}$ and $\widehat{G_{\mathbb{C}_{j}}}$ be the set of all characters of the form $\omega_{i}: G \rightarrow \mathbb{T}_{\mathbb{C}_{i}}$ and $\omega_{j}: G \rightarrow$ $\mathbb{T}_{\mathbb{C}_{j}}$, respectively, we get $\widehat{G^{2}}=\widehat{G_{\mathbb{C}_{i}}} \times \widehat{G_{\mathbb{C}_{j}}}$. But form the fact that $\mathbb{C}_{i} \cong \mathbb{C}$ and $\mathbb{C}_{j} \cong \mathbb{C}$, we get $\widehat{G_{\mathbb{C}_{i}}} \cong \widehat{G}$ and $\widehat{G_{\mathbb{C}_{j}}} \cong \widehat{G}$, where $\widehat{G}$ is the so called dual of $G$. Hence we may consider $\widehat{G^{2}}$ as a topological group with its natural structure.

The Poisson kernel in the group $\mathbb{R}$, plays a substantial role in quaternionic Fourier analysis in $L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)$ (see [5]). Now we provide some concepts which enable us to define an appropriate generalization of the Poisson kernel for a general locally compact abelian group.

Definition 2.4 ([30]): Let $G$ be a second countable LCA group. For a topological automorphism $\alpha$ on $G^{2}$, we say $\alpha^{-1}$ is contractive if, for every compact subset $K$ of $G^{2}$ and any neighborhood $U$ of the identity, there exists a positive integer $N$, depending on $K$ and $U$, such that $\alpha^{-l}(K) \subseteq U$ for any $l>N$.

Let $\alpha_{i}^{-1}$ and $\alpha_{j}^{-1}$ be contractive with respect to the automorphisms $\alpha_{i}$ on $\hat{G}_{\mathbb{C}_{i}}$, and the automorphism $\alpha_{j}$ on $\hat{G}_{\mathbb{C}_{j}}$, respectively, and let $\Phi_{1} \in L^{1}\left(\hat{G}_{\mathbb{C}_{i}}, \mathbb{R}\right) \cap C_{0}\left(\hat{G}_{\mathbb{C}_{i}}, \mathbb{R}\right), \Phi_{2} \in$ $\left.L^{1}\left(\hat{G}_{\mathbb{C}_{j}}, \mathbb{R}\right) \cap C_{0}\left(\hat{G}_{\mathbb{C}_{j}}, \mathbb{R}\right)\right)$. We say $\Phi:=\left(\Phi_{1}, \Phi_{2}\right)$ is increasing to 1 with respect to the
$\left(\alpha_{i}, \alpha_{j}\right)$, if

$$
\lim _{l \longrightarrow \infty} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right)=\Phi_{1}(0)=1 \quad \text { and } \quad \lim _{l \longrightarrow \infty} \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right)=\Phi_{2}(0)=1
$$

for every $\omega_{i} \in \widehat{G_{\mathbb{C}_{i}}}$, and $\omega_{j} \in \widehat{G_{\mathbb{C}_{j}}}$.
Given $l \in \mathbb{N}$ and $\left(x_{1}, x_{2}\right) \in G^{2}$, set

$$
\begin{aligned}
& P_{i}^{l}\left(x_{1}\right):=\int_{\hat{G}_{\mathbb{C}_{i}}} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \omega_{i}\left(x_{1}\right) \mathrm{d} \omega_{i} \\
& P_{j}^{l}\left(x_{2}\right):=\int_{\hat{\mathrm{G}}_{\mathrm{C}_{j}}} \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right) \omega_{j}\left(x_{2}\right) \mathrm{d} \omega_{j}
\end{aligned}
$$

and put $P^{l}\left(x_{1}, x_{2}\right)=P_{i}^{l}\left(x_{1}\right) P_{j}^{l}\left(x_{2}\right)$. Then

$$
\int_{G^{2}} P_{i}^{l}\left(x_{1}\right) P_{j}^{l}\left(x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)=\Phi_{1}(0) \Phi_{2}(0)=1 .
$$

For example, when $G=\mathbb{R}$ (see [5]), one may consider $\alpha$ the automorphism on $\mathbb{R}$ defined by $\alpha(\omega)=2 \omega$ which implies that $\alpha^{-l}(\omega)=2^{-l} \omega$. Also we may consider

$$
\Phi_{1}(\omega)=\Phi_{2}(\omega)=\mathrm{e}^{-|\omega|}
$$

Therefore

$$
\Phi_{k}\left(\alpha^{-l}(\omega)\right)=\mathrm{e}^{-\left|2^{-l} \omega\right|}, \quad \Phi_{k}(0)=1, \quad k=1,2
$$

Putting $\epsilon_{l}=2_{1}^{-l}$, we see that $\epsilon_{l} \rightarrow 0$ as $l \rightarrow \infty$. Also one may show from definition of $P_{i}^{l}$ and $P_{j}^{l}$ that

$$
P_{i}^{l}\left(x_{1}\right)=\frac{1}{\pi} \frac{\epsilon_{l}}{\left(\epsilon_{l}^{2}+x_{1}\right)}, \quad \text { and } \quad P_{j}^{l}\left(x_{1}\right)=\frac{1}{\pi} \frac{\epsilon_{l}}{\left(\epsilon_{l}^{2}+x_{2}\right)}, l>0 .
$$

Thus

$$
P^{l}\left(x_{1}, x_{2}\right)=P_{i}^{l}\left(x_{1}\right) P_{j}^{l}\left(x_{2}\right)=\frac{1}{\pi^{2}} \frac{\epsilon_{l}^{2}}{\left(\epsilon_{l}^{2}+x_{1}\right)\left(\epsilon_{l}^{2}+x_{2}\right)}, l>0,
$$

which is the so-called Poisson kernel. We need the following result of [30] for the group $G^{2}$.

Lemma 2.5 ([30]): Let $\alpha \in \operatorname{Aut}(G)$ be contractive and let $K$ be a closed neighborhood of $e$. For every $l \in \mathbb{N}$, let $K_{l}:=\bigcap\left\{\alpha^{-k}(K), k \geq l, k \in \mathbb{N}\right\}$. Then
(i) $K_{l} \supset K_{l+1}$ and $\alpha^{-l}\left(K_{l}\right)=K_{l+1}$ for all $l \in \mathbb{N}$;
(ii) $\bigcup_{l \in \mathbb{N}} \alpha^{-l}\left(K_{l}\right)=G$.

Let us begin with a lemma. As usual, we denote by $L_{\left(y_{1}, y_{2}\right)} g$ and $R_{\left(y_{1}, y_{2}\right)} g$ the left and right translation of $g$ on $G^{2}$ respectively.

Now using Lemma 2.1 and [2, Proposition 2.41], we have the following result.

Lemma 2.6: For given $1 \leq p<\infty$, and $g \in L^{p}\left(G^{2}, \mathbb{H}\right)$, the map $\left(y_{1}, y_{2}\right) \mapsto L_{\left(y_{1}, y_{2}\right)} g$ is continuous from $G^{2}$ to $L^{p}\left(G^{2}, \mathbb{H}\right)$. Then $\left\|L_{\left(y_{1}, y_{2}\right)} g-g\right\|_{p}$ and $\left\|R_{\left(y_{1}, y_{2}\right)} g-g\right\|_{p}$ tends to zero as $\left(y_{1}, y_{2}\right) \longrightarrow(0,0)$.

Proof: From Lemma 2.1 and Remark 2.2, every $g \in L^{p}\left(G^{2}, \mathbb{H}\right)$ is of the form $g=g_{1}+j g_{2}$ for some $g_{1}, g_{2} \in L^{p}\left(G^{2}, \mathbb{C}\right)$. By using [2, Proposition 2.41], we get the maps $\left(y_{1}, y_{2}\right) \mapsto$ $L_{\left(y_{1}, y_{2}\right)} g_{m},\left(y_{1}, y_{2}\right) \mapsto R_{\left(y_{1}, y_{2}\right)} g_{m}, m=1,2$ are continuous from $G^{2}$ to $L^{p}\left(G^{2}, \mathbb{C}\right)$. Furthermore, $\left\|L_{\left(y_{1}, y_{2}\right)} g_{m}-g_{m}\right\|_{p}$ and $\left\|R_{\left(y_{1}, y_{2}\right)} g_{m}-g_{m}\right\|_{p}, m=1,2$ tends to zero as $\left(y_{1}, y_{2}\right) \longrightarrow$ $(0,0)$.

Then by using Lemma 2.1 and Remark 2.2, we get

$$
\begin{aligned}
\left\|L_{\left(y_{1}, y_{2}\right)} g-g\right\|_{p}^{p} & =\left\|L_{\left(y_{1}, y_{2}\right)}\left(g_{1}+j g_{2}\right)-\left(g_{1}+j g_{2}\right)\right\|_{p}^{p} \\
& =\left\|\left(L_{\left(y_{1}, y_{2}\right)} g_{1}-g_{1}\right)+\left(L_{\left(y_{1}, y_{2}\right)} g_{2}-g_{2}\right) j\right\|_{p}^{p} \\
& \leq 2^{p}\left(\left\|L_{\left(y_{1}, y_{2}\right)} g_{1}-g_{1}\right\|_{p}^{p}+\left\|L_{\left(y_{1}, y_{2}\right)} g_{2}-g_{2}\right\|_{p}^{p}\right) .
\end{aligned}
$$

Therefore, $\left\|L_{\left(y_{1}, y_{2}\right)} g-g\right\|_{p}$ as $\left(y_{1}, y_{2}\right) \longrightarrow(0,0)$, and by a likewise technique for $R_{\left(y_{1}, y_{2}\right)} f$.

The next theorem underlies many of the important applications of convolutions of $\mathbb{H}$ valued functions on $G^{2}$.

Theorem 2.7: Suppose that $\Phi=\left(\Phi_{1}, \Phi_{2}\right): \widehat{G^{2}} \rightarrow \mathbb{R}$ is increasing to 1 with respect to ( $\alpha_{i}, \alpha_{j}$ ), then
(i) $\lim _{l \rightarrow \infty}\left\|f * P^{l}-f\right\|_{p}=0$ for every $f \in L^{p}\left(G^{2}, \mathbb{H}\right), p=1,2$;
(ii) $\lim _{l \rightarrow \infty} f * P^{l}\left(x_{1}, x_{2}\right)=f\left(x_{1}, x_{2}\right)$ iff $\in L^{\infty}\left(G^{2}, \mathbb{H}\right)$ is continuous at point $\left(x_{1}, x_{2}\right)$.

Where $P^{l}$ and $\Phi$ are defined in 2.4.
Proof: We will prove assertions (i) and (ii) together. Let $f=f_{1}+j f_{2} \in L^{p}\left(G^{2}, \mathbb{H}\right)$ be given, for some $f_{1}, f_{2} \in L^{p}\left(G^{2}, \mathbb{C}\right)$. By [2, Proposition 2.42], we have
(i) $\lim _{l \rightarrow \infty}\left\|f_{m} * P^{l}-f_{m}\right\|_{p}=0$ for every $f_{m} \in L^{p}\left(G^{2}, \mathbb{C}\right), m, p=1,2$;
(ii) $\lim _{l \rightarrow \infty} f_{m} * P^{l}\left(x_{1}, x_{2}\right)=f_{m}\left(x_{1}, x_{2}\right)$ if $f_{m} \in L^{\infty}\left(G^{2}, \mathbb{C}\right)$ is continuous at point $\left(x_{1}, x_{2}\right)$.

Thus

$$
\begin{array}{rl}
f & * P^{l}\left(y_{1}, y_{2}\right)-f\left(y_{1}, y_{2}\right) \\
& =\int_{G^{2}}\left(f_{1}+f_{2} j\right)\left(y_{1}+x_{1}, y_{2}+x_{2}\right) P^{l}\left(-x_{1},-x_{2}\right) d^{2}{ }_{G_{G^{2}}}\left(x_{1}, x_{2}\right)
\end{array}
$$

$$
\begin{aligned}
& -\left(f_{1}+f_{2} j\right)\left(y_{1}, y_{2}\right) \int_{G^{2}} P^{l}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
= & \int_{G^{2}}\left[\left(R_{\left(x_{1}, x_{2}\right)} f_{1}\left(y_{1}, y_{2}\right)-f_{1}\left(y_{1}, y_{2}\right)\right)+\left(R_{\left(x_{1}, x_{2}\right)} f_{2}\left(y_{1}, y_{2}\right)\right.\right. \\
& \left.\left.-f_{2}\left(y_{1}, y_{2}\right)\right)\right] P^{l}\left(x_{1}, x_{2}\right) j d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) .
\end{aligned}
$$

Hence, by Minkowski's inequality for integrals

$$
\left\|f * P^{l}-f\right\|_{p} \leq \int_{G^{2}}\left(\left\|R_{\left(x_{1}, x_{2}\right)} f_{1}-f_{1}\right\|_{p}+\left\|R_{\left(x_{1}, x_{2}\right)} f_{2}-f_{2}\right\|_{p}\right) P^{l}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)
$$

On the other hand

$$
\begin{aligned}
& \left(\left\|R_{\left(x_{1}, x_{2}\right)} f_{1}-f_{1}\right\|_{p}+\left\|R_{\left(x_{1}, x_{2}\right) f_{2}}-f_{2}\right\|_{p}\right) P^{l}\left(x_{1}, x_{2}\right) \\
& \quad \leq 2\left(\left\|f_{1}\right\|_{p}+\left\|f_{2}\right\|_{p}\right) P^{l}\left(x_{1}, x_{2}\right) \in L^{1}\left(G^{2}, \mathbb{C}\right) .
\end{aligned}
$$

This together with Lebesgue dominated convergence theorem (see [31]), we get

$$
\left\|R_{\left(x_{1}, x_{2}\right)} f-f\right\|_{p} P^{l}\left(x_{1}, x_{2}\right) \longrightarrow 0
$$

Lemma 2.8: The space $\left(L^{p}\left(G^{2}, \mathbb{H}\right),\|\cdot\|_{p}\right), 1 \leq p \leq \infty$ is a Banach space. In particular, if $\left\{f_{n}\right\}$ is a Cauchy sequence in $L^{p}\left(G^{2}, \mathbb{H}\right), 1 \leq p \leq \infty$, with limit $f$, then $\left\{f_{n}\right\}$ has a subsequence which converges pointwise for almost every $\left(x_{1}, x_{2}\right) \in G^{2}$ to $f$.

Proof: Let $\left\{f_{n}\right\}$ be a Cauchy sequence in $L^{p}\left(G^{2}, \mathbb{H}\right)$. For each $n$, $\left\{f_{n}\right\}$ can be written as $f_{n}=f_{n 1}+i f_{n 2}+j f_{n 3}+k f_{n 4}$ where $f_{n m} \in L^{p}\left(G^{2}, \mathbb{R}\right), m=1,2,3,4$. From Minkowski's inequality, we get $\|f+g\|_{p} \leq\|f\|_{p}+\|g\|_{p}$. It follows that each of the sequences $f_{n m}$, $m=1,2,3,4$, are Cauchy sequences in the Banach space $L^{p}\left(G^{2}, \mathbb{R}\right)$. Thus there exist functions $f^{m}, m=1,2,3,4$, in $L^{p}\left(G^{2}, \mathbb{R}\right)$ such that $\lim _{n} f_{n m}=f_{m}, m=1,2,3,4$. Applying the Minkowski's inequality again it follows that the function $f=f_{1}+i f_{2}+j f_{3}+k f_{4}$ is in $L^{p}\left(G^{2}, \mathbb{H}\right)$ and $\lim _{n} f_{n}=f$. Therefore, $L^{p}\left(G^{2}, \mathbb{H}\right)$ is complete. Thus $\left(L^{p}\left(G^{2}, \mathbb{H}\right),\|\cdot\|_{p}\right)$, $1 \leq p \leq \infty$, is Banach space.

Now, by using Lemma 2.1, and [3,25, Theorem 3.12 and B4.3, respectively], we have the rest of the lemma.

It is not difficult to see that the space $L^{2}\left(G^{2}, \mathbb{H}\right)$ with the inner product in (3) is a left $\mathbb{H}$-module Hilbert space.

## 3. Fourier analysis on $\mathbf{G}^{\mathbf{2}}$ over $\mathbb{H}$

### 3.1. Right-Sided QFT on locally compact abelian groups

The quaternion Fourier transform (QFT) is first defined by Ell to analyze linear time invariant systems of partial differential equations [32]. An excellent introduction to the history and developments of QFT was given by Brackx et al. [33]. The non-commutativity of the quaternion multiplication leads to different types of quaternion Fourier transformations
(see [7]). In this section, we consider the right-sided quaternion Fourier transformation (RQFT) on locally compact abelian group.

The RQFT of $f \in L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)$ is considered in [7]. By a similar argument, we may define the RQFT of $f \in L^{2}\left(G^{2}, \mathbb{H}\right)$, which is a function from $\widehat{G^{2}}$ to $\mathbb{H}$ :

$$
\mathcal{F}_{r}(f)\left(\omega_{i}, \omega_{j}\right)=\hat{f}\left(\omega_{i}, \omega_{j}\right)=\int_{G^{2}} f\left(x_{1}, x_{2}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) .
$$

We are now ready to invert the RQFT. If $f \in L^{1}\left(G^{2}, \mathbb{H}\right)$, then we define

$$
\mathcal{F}_{r}^{-1} f\left(x_{1}, x_{2}\right)=\mathcal{F}_{r} f\left(-x_{1},-x_{2}\right)=\int_{\widehat{G^{2}}} f\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) \omega_{i}\left(x_{1}\right) \mathrm{d} \omega_{i} \mathrm{~d} \omega_{j} .
$$

We claim that if $f \in L^{1}\left(G^{2}, \mathbb{H}\right)$ and $\mathcal{F}_{r} f \in L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right)$, then $\mathcal{F}_{r}^{-1}\left(\mathcal{F}_{r} f\right)=f$.
The following results are related to our study of the inversion theorem and Plancherel's theorem of RQFT. We use the integral representations to express the convolutions.

Proposition 3.1: Let $f=f_{1}+f_{2} j \in L^{1}\left(G^{2}, \mathbb{H}\right)$. Put $\tilde{f}\left(x_{1}, x_{2}\right)=\overline{f\left(-x_{1},-x_{2}\right)}$ and define $g\left(x_{1}, x_{2}\right)=(\tilde{f} * f)\left(x_{1}, x_{2}\right)$; then

$$
\begin{aligned}
g\left(x_{1}, x_{2}\right)= & \int_{G^{2}} \overline{f\left(y_{1}, y_{2}\right)} f\left(y_{1}+x_{1}, y_{2}+x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(y_{1}, y_{2}\right), \\
\left(f * \mathrm{P}^{l}\right)\left(x_{1}, x_{2}\right)= & {\left[\int _ { \widehat { G ^ { 2 } } } [ \Phi _ { 1 } ( \alpha _ { i } ^ { - l } ( \omega _ { i } ) ) \Phi _ { 2 } ( \alpha _ { j } ^ { - l } ( \omega _ { j } ) ) ] \left[\omega_{i}\left(x_{1}\right) \mathcal{F}_{r}\left(f_{1}\right)\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right)\right.\right.} \\
& \left.\left.+\overline{\omega_{i}\left(x_{1}\right)} \mathcal{F}_{r}\left(f_{2} j\right)\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right)\right]\right] d^{2}{ }_{{ }_{G^{2}}}\left(\omega_{i}, \omega_{j}\right)
\end{aligned}
$$

and

$$
S c\left(\left(f * \mathrm{P}^{l}\right)(0,0)\right)=\int_{\widehat{G^{2}}} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right)\left|\mathcal{F}_{r}(f)\left(\omega_{i}, \omega_{j}\right)\right|^{2} d^{2}{ }_{\widehat{G^{2}}}\left(\omega_{i}, \omega_{j}\right),
$$

where $\Phi_{1}, \Phi_{2}$ and $P^{l}$ are defined in Definition 2.4.

## Proof: We compute

$$
\begin{aligned}
P^{l} & \left(x_{1}-y_{1}, x_{2}-y_{2}\right) \\
& =P_{i}^{l}\left(x_{1}-y_{1}\right) P_{j}^{l}\left(x_{2}-y_{2}\right) \\
& =\int_{\hat{G}_{\mathbb{C}_{i}}} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \omega_{i}\left(x_{1}\right) \overline{\omega_{i}\left(y_{1}\right)} d_{\mu_{\hat{G}_{\mathbb{C}_{i}}}}\left(\omega_{i}\right) \int_{\hat{G}_{\mathbb{C}_{j}}} \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right) \omega_{j}\left(x_{2}\right) \overline{\omega_{j}\left(y_{2}\right)} d_{\mu_{\hat{G}_{\mathbb{C}_{j}}}}\left(\omega_{j}\right) \\
& =\int_{\hat{G}_{\mathbb{C}_{i}}} \int_{\hat{G}_{\mathbb{C}_{j}}} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right) \omega_{i}\left(x_{1}\right) \overline{\omega_{i}\left(y_{1}\right)} \overline{\omega_{j}\left(y_{2}\right)} \omega_{j}\left(x_{2}\right) d_{\mu_{\hat{G}_{\mathbb{C}_{i}}}}\left(\omega_{i}\right) d_{\mu_{\hat{G}_{\mathbb{C}_{j}}}}\left(\omega_{j}\right) \\
& =\int_{\widehat{G^{2}}} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right) \omega_{i}\left(x_{1}\right) \overline{\omega_{i}\left(y_{1}\right)} \overline{\omega_{j}\left(y_{2}\right)} \omega_{j}\left(x_{2}\right) d_{\mu_{\widehat{G^{2}}}^{2}}^{2}\left(\omega_{i}, \omega_{j}\right) .
\end{aligned}
$$

## Now,

$$
\begin{aligned}
&\left(f * \mathrm{P}^{l}\right)\left(x_{1}, x_{2}\right)= \int_{G^{2}} f\left(y_{1}, y_{2}\right) P^{l}\left(x_{1}-y_{1}, x_{2}-y_{2}\right) d_{\mu_{G}}\left(y_{1}\right) d_{\mu_{G}}\left(y_{2}\right) \\
&= \int_{G^{2}} \int_{\widehat{G^{2}}} f\left(y_{1}, y_{2}\right) \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right) \omega_{i}\left(x_{1}\right) \overline{\omega_{i}\left(y_{1}\right)} \\
& \omega_{j}\left(y_{2}\right) \\
& \omega_{j}\left(x_{2}\right) d_{\mu_{G^{2}} \mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right) d^{2}{ }_{\mu_{G^{2}}}\left(y_{1}, y_{2}\right) \\
&= \int_{G^{2}} \int_{\widehat{G^{2}}} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right)\left(f_{1}\left(y_{1}, y_{2}\right)\right. \\
&\left.+f_{2}\left(y_{1}, y_{2}\right) j\right) \omega_{i}\left(x_{1}\right) \overline{\omega_{i}\left(y_{1}\right)} \\
& \frac{\omega_{j}\left(y_{2}\right)}{} \omega_{j}\left(x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right) d^{2}{ }_{\mu_{G^{2}}}\left(y_{1}, y_{2}\right) \\
&= \int_{\widehat{G^{2}}} \int_{G^{2}} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right) \omega_{i}\left(x_{1}\right) f_{1}\left(y_{1}, y_{2}\right) \overline{\omega_{i}\left(y_{1}\right)} \\
& \omega_{j}\left(y_{2}\right) \omega_{j}\left(x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(y_{1}, y_{2}\right) d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right) \\
&+\int_{\widehat{G^{2}}} \int_{G^{2}} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right) \overline{\omega_{i}\left(x_{1}\right)} f_{2}\left(y_{1}, y_{2}\right) \overline{j \omega_{i}\left(y_{1}\right)} \overline{\omega_{j}\left(y_{2}\right)} \\
& \omega_{j}\left(x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(y_{1}, y_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right) \\
&= \int_{\widehat{G^{2}}}\left(\Phi _ { 1 } ( \alpha _ { i } ^ { - l } ( \omega _ { i } ) ) \Phi _ { 2 } ( \alpha _ { j } ^ { - l } ( \omega _ { j } ) ) \left(\omega_{i}\left(x_{1}\right) \mathcal{F}_{r}\left(f_{1}\right)\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right)\right.\right. \\
&\left.+\overline{\omega_{i}\left(x_{1}\right)} \mathcal{F}_{r}\left(f_{2} j\right)\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right)\right) d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right) .
\end{aligned}
$$

## Note that

$$
\begin{aligned}
g\left(x_{1}, x_{2}\right) & =(\tilde{f} * f)\left(x_{1}, x_{2}\right) \\
& =\int_{G^{2}} \overline{f\left(-y_{1},-y_{2}\right) f}\left(x_{1}-y_{1}, x_{2}-y_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(y_{1}, y_{2}\right) \\
& =\int_{G^{2}} \overline{f\left(y_{1}, y_{2}\right)} f\left(x_{1}+y_{1}, x_{2}+y_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(y_{1}, y_{2}\right) .
\end{aligned}
$$

Then

$$
\begin{aligned}
S c & \left(\left(f * \mathrm{P}^{l}\right)(0,0)\right)=S c\left(\int_{G^{2}} g\left(y_{1}, y_{2}\right) \mathrm{P}^{l}\left(-y_{1},-y_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(y_{1}, y_{2}\right)\right) \\
& =S c\left(\int_{G^{2}}\left[\int_{G^{2}} \overline{f\left(s_{1}, s_{2}\right)} f\left(s_{1}+y_{1}, s_{2}+y_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(s_{1}, s_{2}\right)\right] \mathrm{P}^{l}\left(-y_{1},-y_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(y_{1}, y_{2}\right)\right) \\
& =S c\left(\int_{G^{2}} \int_{G^{2}} \overline{f\left(s_{1}, s_{2}\right)} f\left(s_{1}+y_{1}, s_{2}+y_{2}\right) \mathrm{P}^{l}\left(-y_{1},-y_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(s_{1}, s_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(y_{1}, y_{2}\right)\right) \\
& =S c\left(\int_{G^{2}} \int_{G^{2}} \overline{f\left(s_{1}, s_{2}\right) f} f\left(z_{1}, z_{2}\right) \mathrm{P}^{l}\left(s_{1}-z_{1}, s_{2}-z_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(s_{1}, s_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(z_{1}, z_{2}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
&= S c\left(\int_{G^{4}} \int_{\widehat{G^{2}}} \overline{f\left(s_{1}, s_{2}\right) f} f\left(z_{1}, z_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(z_{1}, z_{2}\right) \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right) \overline{\omega_{i}\left(z_{1}\right)} \overline{\omega_{j}\left(z_{2}\right)}\right. \\
&\left.\omega_{j}\left(s_{2}\right) \omega_{i}\left(s_{1}\right) d^{2}{ }_{\mu_{G^{2}}}\left(s_{1}, s_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right) d^{2}{ }_{\mu_{G^{2}}}\left(z_{1}, z_{2}\right)\right) \\
&= S c\left(\int_{G^{4}} \int_{\widehat{G^{2}}} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right)\right. \\
&\left.\omega_{j}\left(s_{2}\right) \omega_{i}\left(s_{1}\right) \overline{f\left(s_{1}, s_{2}\right)} f\left(z_{1}, z_{2}\right) \overline{\omega_{i}\left(z_{1}\right)} \overline{\omega_{j}\left(z_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(s_{1}, s_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(z_{1}, z_{2}\right)\right) \\
&= \int_{\widehat{G^{2}}}\left|\mathcal{F}_{r}(f)\left(\omega_{i}, \omega_{j}\right)\right|^{2} d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right),
\end{aligned}
$$

hence

$$
S c\left(\left(f * \mathrm{P}^{l}\right)(0,0)\right)=\int_{\widehat{G^{2}}} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right)\left|\mathcal{F}_{r}(f)\left(\omega_{i}, \omega_{j}\right)\right|^{2} d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right),
$$

which completes the proof.
Using Lemmas 2.6 and 2.8, Theorem 2.7, and Proposition 3.1, we give an inversion theorem of RQFT.

Theorem 3.2 (Inversion of RQFT): Iff $\in L^{1}\left(G^{2}, \mathbb{H}\right), \mathcal{F}_{r} f \in L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right)$ and

$$
g\left(x_{1}, x_{2}\right)=\int_{\widehat{G^{2}}} \mathcal{F}_{r} f\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) \omega_{i}\left(x_{1}\right) d^{2}{ }_{\mu_{\mathrm{G}^{2}}}\left(\omega_{i}, \omega_{j}\right),
$$

then $f\left(x_{1}, x_{2}\right)=g\left(x_{1}, x_{2}\right)$ for almost every $\left(x_{1}, x_{2}\right) \in G^{2}$.
Proof: Form Proposition 3.1,

$$
\begin{align*}
& \left(f * \mathrm{P}^{l}\right)\left(x_{1}, x_{2}\right) \\
& \quad=\int_{\widehat{G^{2}}} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right) \mathcal{F}_{r}(f)\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) \omega_{i}\left(x_{1}\right) d^{2}{ }_{{ }_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right) \tag{6}
\end{align*}
$$

The integrands on the right-hand side of (6) are bounded by $\left|\mathcal{F}_{r}(f)\left(\omega_{i}, \omega_{j}\right)\right|$, for large enough $l$. Hence, the right-hand side of (6) converges to $g\left(x_{1}, x_{2}\right)$, for every $\left(x_{1}, x_{2}\right) \in$ $G^{2}$, by the dominated convergence theorem as $l \rightarrow \infty$. So by Theorem 2.7, we get $\lim _{l \rightarrow \infty}\left\|f * P^{l}-f\right\|_{p}=0$. Thus by Lemmas $2.6,2.8$ we see that $f * P^{l}$ has a pointwise convergent subsequence $f * P^{l_{n}}$ converging to $f$ almost every where. Hence $f\left(x_{1}, x_{2}\right)=$ $g\left(x_{1}, x_{2}\right)$, for almost every $\left(x_{1}, x_{2}\right) \in G^{2}$.

Corollary 3.3 (Uniqueness of RQFT): Iff, $g \in L^{1}\left(G^{2}, \mathbb{H}\right)$ and

$$
\mathcal{F}_{r}(f)\left(\omega_{i}, \omega_{j}\right)=\mathcal{F}_{r}(g)\left(\omega_{i}, \omega_{j}\right)
$$

for almost every $\left(\omega_{i}, \omega_{j}\right) \in \widehat{G^{2}}$, then $f\left(x_{1}, x_{2}\right)=g\left(x_{1}, x_{2}\right)$, for almost every $\left(x_{1}, x_{2}\right) \in G^{2}$.

Now we see that, under suitable conditions, by the inverse right-sided quaternion Fourier transform (IRQFT), the original signal $f$ can be reconstructed from $\mathcal{F}_{r} f$.

Definition 3.4 (IRQFT): For every $f \in L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right)$, the inverse right-sided quaternion Fourier transform of $f$ is defined by

$$
\left(\mathcal{F}_{r}^{-1} f\right)\left(x_{1}, x_{2}\right)=\int_{\widehat{G^{2}}} f\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) \omega_{i}\left(x_{1}\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right)
$$

Remark 3.5: Simply, we can see that the transform $\mathcal{F}_{r}$ is a bounded linear transformation from $L^{1}\left(G^{2}, \mathbb{H}\right)$ into $L^{\infty}\left(\widehat{G^{2}}, \mathbb{H}\right)$ and the transform $\mathcal{F}_{r}^{-1}$ is a bounded linear transformation from $L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right)$ and into $L^{\infty}\left(G^{2}, \mathbb{H}\right)$.

We show later, $\left.\mathcal{F}_{r}\right|_{L^{1}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)}$ (respectively, $\left.\left.\mathcal{F}_{r}^{-1}\right|_{L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right) \cap L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)}\right)$ can be extended to $L^{2}\left(G^{2}, \mathbb{H}\right)$ (respectively, $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$ ), and as an operator on $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right), \mathcal{F}_{r}^{-1}$ is the inversion of $\mathcal{F}_{r}$.

An important result, the so-called multiplication formula in classical Fourier analysis, can be generalized to RQFT. Before stating the formula, we introduce an auxiliary transform of $f\left(x_{1}, x_{2}\right)=f_{0}\left(x_{1}, x_{2}\right)+i f_{1}\left(x_{1}, x_{2}\right)+j f_{2}\left(x_{1}, x_{2}\right)+k f_{3}\left(x_{1}, x_{2}\right)$, which is defined by

$$
\beta f\left(x_{1}, x_{2}\right):=f_{0}\left(x_{1}, x_{2}\right)+i f_{1}\left(x_{1},-x_{2}\right)+j f_{2}\left(-x_{1}, x_{2}\right)+k f_{3}\left(-x_{1},-x_{2}\right)
$$

Then we obtain the following result.

Theorem 3.6 (Modified Multiplication Formula): Suppose that $f \in L^{1}\left(G^{2}, \mathbb{H}\right), g \in$ $L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right), h:=\beta g, F_{r}:=\mathcal{F}_{r} f$, and $H_{r}\left(x_{1}, x_{2}\right):=\mathcal{F}_{r}^{-1} h\left(-x_{1},-x_{2}\right)$, for $\left(x_{1}, x_{2}\right) \in G^{2}$; then

$$
\begin{equation*}
\int_{\widehat{G^{2}}} F_{r}\left(\omega_{i}, \omega_{j}\right) g\left(\omega_{i}, \omega_{j}\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right)=\int_{G^{2}} f\left(x_{1}, x_{2}\right) H_{r}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \tag{7}
\end{equation*}
$$

Moreover, if $g$ is in $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$, then $\|g\|_{2}=\|h\|_{2}$.

Proof: Write $g=g_{0}+i g_{1}+j g_{2}+k g_{3}$, then

$$
\begin{aligned}
\int_{\widehat{G^{2}}} & \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} g\left(\omega_{i}, \omega_{j}\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right) \\
= & \int_{\widehat{G^{2}}} g_{0}\left(\omega_{i}, \omega_{j}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right) \\
& +\int_{\widehat{G^{2}}} i g_{1}\left(\omega_{i}, \omega_{j}\right) \overline{\omega_{i}\left(x_{1}\right)} \omega_{j}\left(x_{2}\right) d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right) \\
& +\int_{\widehat{G^{2}}} j g_{2}\left(\omega_{i}, \omega_{j}\right) \omega_{i}\left(x_{1}\right) \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{{ }_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{\widehat{G^{2}}} k g_{3}\left(\omega_{i}, \omega_{j}\right) \omega_{i}\left(x_{1}\right) \omega_{j}\left(x_{2}\right) d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right) \\
= & \int_{\widehat{G^{2}}} g_{0}\left(\omega_{i}, \omega_{j}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2} \mu_{\widehat{G^{2}}}\left(\omega_{i}, \omega_{j}\right) \\
& +\int_{\widehat{G^{2}}} i g_{1}\left(\omega_{i},-\omega_{j}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right) \\
& +\int_{\widehat{G^{2}}} j g_{2}\left(-\omega_{i}, \omega_{j}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right) \\
& +\int_{\widehat{G^{2}}} k g_{3}\left(-\omega_{i},-\omega_{j}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right) \\
= & \int_{\widehat{G^{2}}} \beta g\left(\omega_{i}, \omega_{j}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right) \\
= & \int_{\widehat{G^{2}}} h\left(\omega_{i}, \omega_{j}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right) \\
= & \int_{\widehat{G^{2}}} h\left(\omega_{i}, \omega_{j}\right) \omega_{i}\left(-x_{1}\right) \omega_{j}\left(-x_{2}\right) d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right) \\
= & H_{r}\left(x_{1}, x_{2}\right) .
\end{aligned}
$$

Applying Fubini's theorem, we get

$$
\begin{aligned}
& \int_{\widehat{G^{2}}} \mathcal{F}_{r}(f)\left(\omega_{i}, \omega_{j}\right) g\left(\omega_{i}, \omega_{j}\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right) \\
& \quad=\int_{\widehat{G^{2}}}\left(\int_{G^{2}} f\left(x_{1}, x_{2}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)\right) g\left(\omega_{i}, \omega_{j}\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right) \\
& \quad=\int_{G^{2}} f\left(x_{1}, x_{2}\right)\left(\int_{\widehat{G^{2}}} \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} g\left(\omega_{i}, \omega_{j}\right) d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right)\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& \quad=\int_{G^{2}} f\left(x_{1}, x_{2}\right) H_{r}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) .
\end{aligned}
$$

If $g \in L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$, then it is easy to verify that $\|g\|_{2}=\|h\|_{2}$ by the definition of $\beta$.
Remark 3.7: The multiplication formula of complex Fourier transform has the form

$$
\int_{\widehat{G^{2}}} \mathcal{F}_{s}(f)\left(\omega_{i}, \omega_{j}\right) \mathcal{F}_{s}(g)\left(\omega_{i}, \omega_{j}\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right)=\int_{G^{2}} f\left(x_{1}, x_{2}\right) g\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) .
$$

But when $f \in L^{1}\left(G^{2}, \mathbb{H}\right)$ and $g \in L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right)$, this standard formula is not valid for RQFT of integrable functions. Using the auxiliary transform $\beta$, we may obtain an analogous formula (7) for quaternion-valued integrable functions.

### 3.2. The Plancherel theorem of RQFT

Based on the complex version of the Plancherel theorem, we are going to show that if $f \in L^{1}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)$, then it turns out that $\hat{f} \in L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$ and $\|\hat{f}\|_{2}=\|f\|_{2}$, where $\hat{f}$
is the RFT of $f$. Moreover, this isometry of $L^{1}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)$ into $L^{2}\left(G^{2}, \mathbb{H}\right)$ extends to an isometric of $L^{2}\left(G^{2}, \mathbb{H}\right)$ onto $L^{2}\left(G^{2}, \mathbb{H}\right)$, and this extension defines the Fourier transform of every $f \in L^{2}\left(G^{2}, \mathbb{H}\right)$. The convolution theorem plays a vital role in proving the Plancherel theorem. However, the classical convolution theorem no longer holds for the QFT. The Plancherel theorem of QFT was discussed in recent research papers (see [5, 7]) in the case $G=\mathbb{R}$. We give a restatement of the Plancherel theorem here, since the prerequisites for setting up of the theorem may not be put forward, so clearly in recent research papers. It is probably worth pointing out that Proposition 3.2 plays a key role in our proof.

Theorem 3.8: Iff $\in L^{1}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)$, then $\mathcal{F}_{r} f \in L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$ and Parseval's identity $\left\|\mathcal{F}_{r} f\right\|_{2}^{2}=\|f\|_{2}^{2}$ holds.

Proof: We fix $f \in L^{1}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)$. Put $\tilde{f}\left(x_{1}, x_{2}\right):=\overline{f\left(-x_{1},-x_{2}\right)}$ and define $g\left(x_{1}, x_{2}\right)=(\tilde{f} * f)\left(x_{1}, x_{2}\right)$. Trivially

$$
g\left(x_{1}, x_{2}\right)=\int_{G^{2}} \overline{f\left(y_{1}, y_{2}\right)} f\left(x_{1}+y_{1}, x_{2}+y_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(y_{1}, y_{2}\right) .
$$

Since by Lemma $2.5\left(x_{1}, x_{2}\right) \mapsto L_{\left(-x_{1},-x_{2}\right)} \bar{f}$ is a continuous mapping of $G^{2}$ into $L^{2}\left(G^{2}, \mathbb{H}\right)$ and by the continuity of the inner product, we see that $g\left(x_{1}, x_{2}\right)$ is a continuous function.

The function $g$ is bounded by the Cauchy-Schwarz inequality;

$$
\left|g\left(x_{1}, x_{2}\right)\right| \leq\left\|L_{\left(-x_{1},-x_{2}\right)} \bar{f}\right\|_{2}\|f\|_{2}=\|f\|_{2}^{2}
$$

Furthermore, $g \in L^{1}\left(G^{2}, \mathbb{H}\right)$, since $f \in L^{1}\left(G^{2}, \mathbb{H}\right)$ and $\hat{f} \in L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right)$. Moreover $g$ is continuous and bounded and Lemma 2.8 shows that

$$
\lim _{l \rightarrow \infty} S c\left(\left(g * \mathrm{p}^{l}\right)(0,0)\right)=S c(g(0,0))=\|f\|_{2}^{2}
$$

On the other hand, since $g \in L^{1}\left(G^{2}, \mathbb{H}\right)$, by Proposition 3.1 we have

$$
\operatorname{Sc}\left(\left(g * \mathrm{P}^{l}\right)(0,0)\right)=\int_{\widehat{G^{2}}} \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right)\left|\mathcal{F}_{r}(f)\left(\omega_{i}, \omega_{j}\right)\right|^{2} d^{2}{ }_{\mu_{\mathrm{G}^{2}}}\left(\omega_{i}, \omega_{j}\right)
$$

Since $0 \leq \Phi_{1}\left(\alpha_{i}^{-l}\left(\omega_{i}\right)\right) \Phi_{2}\left(\alpha_{j}^{-l}\left(\omega_{j}\right)\right)\left|\mathcal{F}_{r}(f)\left(\omega_{i}, \omega_{j}\right)\right|^{2}$ increases to $\left|\mathcal{F}_{r}(f)\left(\omega_{i}, \omega_{j}\right)\right|^{2}$ as $l \rightarrow$ $\infty$, the dominated convergence theorem gives

$$
\lim _{l \rightarrow \infty} S c\left(\left(g * \mathrm{P}^{l}\right)(0,0)\right)=\int_{\widehat{G^{2}}}\left|\mathcal{F}_{r}(f)\left(\omega_{i}, \omega_{j}\right)\right|^{2} d^{2}{ }_{\widehat{G}^{2}}\left(\omega_{i}, \omega_{j}\right)=\left\|\mathcal{F}_{r} f\right\|_{2}^{2}
$$

Therefore, $\mathcal{F}_{r} f \in L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$ and $\left\|\mathcal{F}_{r} f\right\|_{2}^{2}=\|f\|_{2}^{2}$.
By Theorem 3.8, $\mathcal{F}_{r L^{1}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)}$ is an isometry of $L^{1}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)$ into $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$. Since $L^{1}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)$ is a dense subset of $L^{2}\left(G^{2}, \mathbb{H}\right)$, therefore, there exists a unique bounded extension, say $\Omega_{r}$, of $\left.\mathcal{F}_{r}\right|_{L^{1}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)}$ to all of $L^{2}\left(G^{2}, \mathbb{H}\right)$. If $f \in$ $L^{2}\left(G^{2}, \mathbb{H}\right)$ and $F_{r}=\Omega_{r} f$ is defined by the $L^{2}$-limit of the sequence $\left\{\mathcal{F}_{r} f_{l}\right\}_{l \in \mathbb{N}}$, where $\left\{f_{l}\right\}_{l \in \mathbb{N}}$ is any sequence in $L^{1}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)$ converging to $f$ in the $L^{2}$-norm. If $f_{l}\left(x_{1}, x_{2}\right)=$
$f\left(x_{1}, x_{2}\right) \chi_{\bigcup_{n=1} \alpha^{-n}\left(K_{0}\right)}\left(x_{1}, x_{2}\right)$, where $K_{0}$ is a compact symmetric neighborhood of identity in $G^{2}$ and $\alpha$ is as in Lemma 2.4, then

$$
F_{r}\left(\omega_{i}, \omega_{j}\right)=\lim _{l \rightarrow \infty} \int_{\bigcup_{n=1}^{l} \alpha^{-n}\left(K_{0}\right)} f\left(x_{1}, x_{2}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right),
$$

where $f=\lim _{l \rightarrow \infty} f_{l}$ means $\left\|f-f_{l}\right\|_{2} \rightarrow 0$ as $l \rightarrow \infty$.
We call $F_{r}=\Omega_{r} f$ the RQFT from $L^{2}\left(G^{2}, \mathbb{H}\right)$ into $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$. The multiplication formula (7) easily extends to $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$. The left $\mathbb{H}$-linear operator $\Omega_{r}$ on $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$ is an isometry. So $\Omega_{r}$ is a one-to-one mapping. Moreover, we can show that $\Omega_{r}$ is onto.

Theorem 3.9: The RQFT, $\Omega_{r}$, is a unitary operator from $L^{2}\left(G^{2}, \mathbb{H}\right)$ onto $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$.

Proof: Firstly, we show that the range of $\Omega_{r}$, denoted by $R\left(\Omega_{r}\right)$, is a closed subspace of $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$. Let $F_{r_{l}}:=\Omega_{r}\left(f_{l}\right), l \in \mathbb{N}$, be a sequence in $R\left(\Omega_{r}\right)$ converging to F in $L^{2}$-norm sense. The isometric property shows that $\Omega_{r}$ is continuous and $\left\{f_{l}\right\}_{l \in \mathbb{N}}$ is also a Cauchy sequence. The completeness of $L^{2}\left(G^{2}, \mathbb{H}\right)$ implies that $\left\{f_{l}\right\}_{l \in \mathbb{N}}$ converges to some $f \in L^{2}\left(G^{2}, \mathbb{H}\right)$, and the continuity of $\Omega_{r}$ shows that

$$
\Omega_{r} f=\lim _{l \rightarrow \infty} \Omega_{r}\left(f_{l}\right)=\mathrm{F}
$$

If $R\left(\Omega_{r}\right)$ is not all of $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$, as every closed subspace of the Hilbert space $L^{2}\left(G^{2}, \mathbb{H}\right)$ has an orthogonal complement, we could find a function $u$ such that

$$
\int_{\widehat{G^{2}}} \Omega_{r}(f)\left(\omega_{i}, \omega_{j}\right) \bar{u}\left(\omega_{i}, \omega_{j}\right) d^{2}{ }_{\widehat{G^{2}}}\left(\omega_{i}, \omega_{j}\right)=0
$$

for all $f \in L^{1}\left(G^{2}, \mathbb{H}\right)$ and $\|u\|_{2} \neq 0$. Let $g=\bar{u}, h=\beta g$; then by multiplication formula,

$$
\int_{\widehat{G^{2}}} F_{r}\left(\omega_{i}, \omega_{j}\right) g\left(\omega_{i}, \omega_{j}\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right)=\int_{G^{2}} f\left(x_{1}, x_{2}\right) H_{r}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)=0
$$

for all $f \in L^{2}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)$. Pick $f=\overline{H_{r}}$, this implies that $H_{r}\left(x_{1}, x_{2}\right)=0$ for almost every $\left(x_{1}, x_{2}\right) \in G^{2}$, contradicting the fact that $\left\|H_{r}\right\|_{2}=\|h\|_{2}=\|g\|_{2}=\|u\|_{2} \neq 0$.

Next result shows that the mapping $\Omega_{r}$ is a Hilbert space isomorphism of $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$, that is, preserving inner product or so-called the Parseval theorem.

Theorem 3.10: Let $f, g \in L^{2}\left(G^{2}, \mathbb{H}\right)$ and $F_{r}=\Omega_{r} f, \Gamma_{r}=\Omega_{r} g$. Then

$$
\int_{G^{2}} f\left(x_{1}, x_{2}\right) \overline{g\left(x_{1}, x_{2}\right)} d^{2}{ }_{\mathrm{G}^{2}}\left(x_{1}, x_{2}\right)=\int_{\widehat{G^{2}}} F_{r}\left(\omega_{i}, \omega_{j}\right) \overline{\Gamma_{r}\left(\omega_{i}, \omega_{j}\right)} d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right) .
$$

## Proof: Let

$$
\mathrm{p}_{0}+i \mathrm{p}_{1}+j \mathrm{p}_{2}+k \mathrm{p}_{3}=\int_{G^{2}} f\left(x_{1}, x_{2}\right) \overline{g\left(x_{1}, x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)
$$

and

$$
\mathrm{q}_{0}+i \mathrm{q}_{1}+j \mathrm{q}_{2}+k \mathrm{q}_{3}=\int_{\widehat{G^{2}}} F_{r} f\left(\omega_{i}, \omega_{j}\right) \overline{\Gamma_{r}\left(\omega_{i}, \omega_{j}\right)} d^{2} \mu_{\widehat{G^{2}}}\left(\omega_{i}, \omega_{j}\right)
$$

From the Parseval's identity, we have

$$
\|f+g\|_{2}^{2}=\|f\|_{2}^{2}+\|g\|_{2}^{2}+2 \mathrm{p}_{0}=\left\|F_{r}+\Gamma_{r}\right\|_{2}^{2}=\left\|F_{r}\right\|_{2}^{2}+\left\|\Gamma_{r}\right\|_{2}^{2}+2 \mathrm{q}_{0}
$$

Thus $\mathrm{p}_{0}=\mathrm{q}_{0}$. By using properties of $L^{2}$-norm and applying Parseval's identity to the equalities $\|f+i g\|_{2}^{2}=\left\|F_{r}+i \Gamma_{r}\right\|_{2}^{2},\|f+j g\|_{2}^{2}=\left\|F_{r}+j \Gamma_{r}\right\|_{2}^{2}$ and $\|f+k g\|_{2}^{2}=\left\|F_{r}+k \Gamma_{r}\right\|_{2}^{2}$, respectively, we can get $\mathrm{p}_{m}=\mathrm{q}_{m},(m=1,2,3)$, which completes the proof.

Theorem 3.11: The inverse $f=\Omega_{r}^{-1} F_{r}$ is the $L^{2}$-limit of the sequence $\left\{\mathcal{F}_{r}^{-1} F_{r_{l}}\right\}_{l \in \mathbb{N}}$, where $\left\{F_{r_{l}}\right\}_{l \in \mathbb{N}}$ is any sequence in $L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right) \cap L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$ converging to $F_{r}$ in the $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$ norm. If $F_{r_{l}}=F_{r} \chi_{\bigcup_{n=1}^{l} \alpha^{-l}\left(K_{0}\right)}$, where $K_{0}$ is a compact neighborhood of identity in $\widehat{G^{2}}$ and $\alpha$ is an automorphism in $\widehat{G^{2}}$, then

$$
f\left(x_{1}, x_{2}\right)=\lim _{l \rightarrow \infty} \int_{\bigcup_{n=1}^{l} \alpha^{-n}\left(K_{0}\right)} F_{r}\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) \omega_{i}\left(x_{1}\right) d^{2}{ }_{\mu_{\mathrm{G}^{2}}}\left(\omega_{i}, \omega_{j}\right)
$$

In particular, if $F_{r} \in L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right) \cap L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$, then

$$
f\left(x_{1}, x_{2}\right)=\int_{\widehat{G^{2}}} F_{r}\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) \omega_{i}\left(x_{1}\right) d^{2} \mu_{\widehat{G^{2}}}\left(\omega_{i}, \omega_{j}\right)
$$

Proof: The quaternionic Riesz representation theorem (see [22]) guarantees that there exists a unique operator $\Omega_{r}^{*} \in B\left(L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right), L^{2}\left(G^{2}, \mathbb{H}\right)\right)$, which is called the adjoint of $\Omega_{r}$, such that for all $f \in L^{2}\left(G^{2}, \mathbb{H}\right)$ and $g \in L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right),\left(\Omega_{r} f, g\right)=\left(f, \Omega_{r}^{*} g\right)$. Since $\Omega_{r}$ is unitary, then $\Omega_{r}^{-1}=\Omega_{r}^{*}$. For any fixed $F_{r} \in L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$, let $\left\{F_{r_{l}}\right\}_{l \in \mathbb{N}}$ be an arbitrary sequence in $L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right) \cap L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$ converging to $F_{r}$ in the $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$ norm; then

$$
\begin{aligned}
& \left(g, \Omega_{r}^{*} F_{r}\right)=\left(\Gamma_{r}, F_{r}\right)=\lim _{l \rightarrow \infty}\left(\Gamma_{r}, F_{r_{l}}\right) \\
& \quad=\lim _{l \rightarrow \infty} \int_{\widehat{G^{2}}}\left(\int_{\widehat{G^{2}}} g\left(\omega_{i}, \omega_{j}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2} \mu_{G^{2}}\left(\omega_{i}, \omega_{j}\right)\right) \overline{F_{r_{l}}\left(\omega_{i}, \omega_{j}\right)} d^{2} \mu_{\widehat{G}^{2}}\left(\omega_{i}, \omega_{j}\right) \\
& \quad=\lim _{l \rightarrow \infty} \int_{\widehat{G^{2}}} g\left(\omega_{i}, \omega_{j}\right)\left(\int_{\widehat{G^{2}}} \overline{F_{r_{l}}\left(\omega_{i}, \omega_{j}\right)} \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right)\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right) \\
& \quad=\lim _{l \rightarrow \infty}\left\langle g, \mathcal{F}_{r}^{-1} F_{r_{l}}\right\rangle=\left\langle g, \lim _{l \rightarrow \infty} \mathcal{F}_{r}^{-1} F_{r_{l}}\right\rangle .
\end{aligned}
$$

For all $g \in L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right) \cap L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$. Thus $f=\Omega_{r}^{-1} F_{r}=\Omega_{r}^{*} F_{r}=\lim _{l \rightarrow \infty} \mathcal{F}_{r}^{-1} F_{r_{l}}$.

In particular, if $F_{r} \in L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right) \cap L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$, then

$$
f\left(x_{1}, x_{2}\right)=\int_{\widehat{G^{2}}} F_{r}\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) \omega_{i}\left(x_{1}\right) d^{2} \mu_{\widehat{G^{2}}}\left(\omega_{i}, \omega_{j}\right),
$$

which completes the proof.

## 4. The two-sided quaternion Fourier transform on locally compact abelian group

In this section, based on the proof of the inversion formula for right-sided quaternionic Fourier transform, we are going to prove the inversion formula for two-sided (sandwich) quaternion Fourier transform (SQFT).

### 4.1. The two-sided quaternion Fourier transform in $L^{\mathbf{2}}\left(\mathbf{G}^{\mathbf{2}}, \mathbb{H}\right)$

We have seen that the right-sided quaternionic Fourier transform lacks some needed properties. Therefore we are going to sandwich the function in between the two Fourier characters, in order to obtain some more symmetric features. The two-sided quaternionic Fourier transform (SQFT) of $f \in L^{2}\left(\mathbb{R}^{2}, \mathbb{H}\right)$ is considered in $[5,7,10,14,32,34]$. By a similar argument, we may define two-sided quaternionic Fourier transform (SQFT) of $f \in L^{2}\left(G^{2}, \mathbb{H}\right)$, which is a function from $\widehat{G^{2}}$ to $\mathbb{H}$ as follows:

$$
\mathcal{F}_{s}(f)\left(\omega_{i}, \omega_{j}\right)=\int_{G^{2}} \overline{\omega_{i}\left(x_{1}\right)} f\left(x_{1}, x_{2}\right) \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) .
$$

Unlike the RQFT, SQFT is not a left $\mathbb{H}$-linear operator. But SQFT is left $\mathbb{C}_{i}$-linear and right $\mathbb{C}_{j}$-linear. Moreover, SQFT could establish relationship with RQFT through the following transform.

Definition 4.1: For any function $f\left(x_{1}, x_{2}\right)=f_{0}\left(x_{1}, x_{2}\right)+i f_{1}\left(x_{1}, x_{2}\right)+j f_{2}\left(x_{1}, x_{2}\right)$ $+k f_{3}\left(x_{1}, x_{2}\right)$, we define the transform $\mathcal{W}$ of $f$ by

$$
\mathcal{W} f\left(x_{1}, x_{2}\right):=f_{0}\left(x_{1}, x_{2}\right)+i f_{1}\left(x_{1}, x_{2}\right)+j f_{2}\left(-x_{1}, x_{2}\right)+k f_{3}\left(-x_{1}, x_{2}\right)
$$

One can simply see that the transform $\mathcal{W}$ is a bijection mapping on $L^{p}\left(G^{2}, \mathbb{H}\right), p=1,2$. So the inverse of $\mathcal{W}$ can be defined and $\mathcal{W}^{-1}$ is actually equal to $\mathcal{W}$ itself.

Proposition 4.2: Let $f, g \in L^{p}\left(G^{2}, \mathbb{H}\right), p=1,2$. Then the following assertions hold:
(i) The transform $\mathcal{W}$ is a left $\mathbb{C}_{i}$-linear mapping on $L^{p}\left(G^{2}, \mathbb{H}\right)$.
(ii) Iff $\in L^{p}\left(G^{2}, \mathbb{H}\right)$, then

$$
\begin{equation*}
\mathcal{F}_{s} f=\mathcal{F}_{r}(\mathcal{W} f) \tag{8}
\end{equation*}
$$

Moreover, iff is $\mathbb{C}_{i}$-valued orf is even with respect to first variable, then $\mathcal{F}_{s} f=\mathcal{F}_{r} f$.
(iii) Iff, $g \in L^{2}\left(G^{2}, \mathbb{H}\right)$, then

$$
\langle\mathcal{W} f, \mathcal{W} g\rangle=\langle f, g\rangle, \operatorname{Sc}(i(f, g))=\operatorname{Sc}(i(\mathcal{W} f, \mathcal{W} g))
$$

In particular $\|f\|_{2}=\|\mathcal{W} f\|_{2}$.

Proof: (i) From the definition of $\mathcal{W}$, we get

$$
\begin{aligned}
\mathcal{W} & (i f)\left(x_{1}, x_{2}\right)=i f_{0}\left(x_{1}, x_{2}\right)+i i f_{1}\left(x_{1}, x_{2}\right)+i j f_{2}\left(-x_{1}, x_{2}\right)+i k f_{3}\left(-x_{1}, x_{2}\right) \\
& =i\left(f_{0}\left(x_{1}, x_{2}\right)+i f_{1}\left(x_{1}, x_{2}\right)+j f_{2}\left(-x_{1}, x_{2}\right)+k f_{3}\left(-x_{1}, x_{2}\right)\right) \\
& =i \mathcal{W}(f)\left(x_{1}, x_{2}\right)
\end{aligned}
$$

then $\mathcal{W}$ is a $\mathbb{C}_{i}$-linear transform.
To prove (ii), let $h:=\mathcal{W} f$. Then

$$
\begin{aligned}
\mathcal{F}_{s}(f)\left(\omega_{i}, \omega_{j}\right)= & \int_{G^{2}} \overline{\omega_{i}\left(x_{1}\right)} f\left(x_{1}, x_{2}\right) \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
= & \int_{G^{2}} f_{0}\left(x_{1}, x_{2}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& +\int_{G^{2}} i f_{1}\left(x_{1}, x_{2}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}\left(x_{1}, x_{2}\right)} \\
& +\int_{G^{2}} j f_{2}\left(x_{1}, x_{2}\right) \omega_{i}\left(x_{1}\right) \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& +\int_{G^{2}} k f_{3}\left(x_{1}, x_{2}\right) \omega_{i}\left(x_{1}\right) \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}\left(x_{1}, x_{2}\right)}= \\
& \int_{G^{2}} f_{0}\left(x_{1}, x_{2}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& +\int_{G^{2}} i f_{1}\left(x_{1}, x_{2}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& +\int_{G^{2}} j f_{2}\left(-x_{1}, x_{2}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& +\int_{G^{2}} k f_{3}\left(-x_{1}, x_{2}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
= & \int_{G^{2}} h\left(x_{1}, x_{2}\right) \overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)=\mathcal{F}_{r} h\left(\omega_{i}, \omega_{j}\right) .
\end{aligned}
$$

If $f$ is $\mathbb{C}_{i}$-valued or $f$ is an even function with respect to first variable, then $\mathcal{W} f=f$. It follows that $\mathcal{F}_{s} f=\mathcal{F}_{r}(\mathcal{W} f)$.

Now we prove (ii). If $f, g \in L^{2}\left(G^{2}, \mathbb{H}\right)$, then

$$
\begin{aligned}
\langle\mathcal{W} f, \mathcal{W} g\rangle= & S c\left(\int_{G^{2}} f_{0}\left(x_{1}, x_{2}\right) g_{0}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)\right. \\
& +\int_{G^{2}} f_{1}\left(x_{1}, x_{2}\right) g_{1}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& +\int_{G^{2}} f_{2}\left(-x_{1}, x_{2}\right) g_{2}\left(-x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& \left.+\int_{G^{2}} f_{3}\left(-x_{1}, x_{2}\right) g_{3}\left(-x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
= & S c\left(\int_{G^{2}} f_{0}\left(x_{1}, x_{2}\right) g_{0}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)\right. \\
& +\int_{G^{2}} f_{1}\left(x_{1}, x_{2}\right) g_{1}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& +\int_{G^{2}} f_{2}\left(x_{1}, x_{2}\right) g_{2}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right) \\
& \left.+\int_{G^{2}} f_{3}\left(x_{1}, x_{2}\right) g_{3}\left(x_{1}, x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)\right) \\
= & \langle f, g\rangle .
\end{aligned}
$$

Since $\mathcal{W}$ is left $\mathbb{C}_{i}$-linear, then

$$
\begin{aligned}
& S c\left(i \int_{G^{2}} f\left(x_{1}, x_{2}\right) \overline{g\left(x_{1}, x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)\right) \\
& \quad=S c\left(\int_{G^{2}} i f\left(x_{1}, x_{2}\right) \overline{g\left(x_{1}, x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)\right) \\
& \quad=\operatorname{Sc}\left(\int_{G^{2}} \mathcal{W}(i f)\left(x_{1}, x_{2}\right) \overline{\mathcal{W}(g)\left(x_{1}, x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)\right) \\
& \quad=\operatorname{Sc}(i((\mathcal{W} f, \mathcal{W} g)) .
\end{aligned}
$$

Finally

$$
\|\mathcal{W} f\|_{2}^{2}=\left\|f_{0}\right\|_{2}^{2}+\left\|f_{1}\right\|_{2}^{2}+\left\|f_{2}\right\|_{2}^{2}+\left\|f_{3}\right\|_{2}^{2}=\|f\|_{2}^{2}
$$

which completes the proof.
Theorem 4.3 (Inversion of SQFT): Iff $\in L^{1}\left(G^{2}, \mathbb{H}\right), \mathcal{F}_{s} f \in L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right)$ and

$$
\begin{equation*}
g\left(x_{1}, x_{2}\right)=\int_{\widehat{G^{2}}} \omega_{i}\left(x_{1}\right) \mathcal{F}_{s} f\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) d^{2}{ }_{\widehat{G^{2}}}\left(\omega_{i}, \omega_{j}\right), \tag{9}
\end{equation*}
$$

then $f\left(x_{1}, x_{2}\right)=g\left(x_{1}, x_{2}\right)$ for almost every $\left(x_{1}, x_{2}\right) \in G^{2}$.

Proof: By Proposition 4.2 (ii), we have $\mathcal{F}_{s} f=\mathcal{F}_{r}(\mathcal{W} f)$. Let $h:=\mathcal{F}_{r}^{-1}\left(\mathcal{F}_{s} f\right)$, then by Theorem 3.2,

$$
h\left(x_{1}, x_{2}\right)=\mathcal{F}_{r}^{-1}\left(\mathcal{F}_{r} \mathcal{W} f\right)\left(x_{1}, x_{2}\right)=(\mathcal{W} f)\left(x_{1}, x_{2}\right)
$$

for almost every $\left(x_{1}, x_{2}\right) \in G^{2}$. To prove $f\left(x_{1}, x_{2}\right)=g\left(x_{1}, x_{2}\right)$, for almost every $\left(x_{1}, x_{2}\right) \in$ $G^{2}$, it is enough to verify $\mathcal{W} g=h$. Note that

$$
h\left(x_{1}, x_{2}\right)=\int_{\widehat{G^{2}}} \mathcal{F}_{s} f\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) \omega_{i}\left(x_{1}\right) d^{2}{ }_{\mu_{\mathrm{G}^{2}}}\left(\omega_{i}, \omega_{j}\right)
$$

From (9), we can see that $S c\left(h\left(x_{1}, x_{2}\right)\right)=S c\left(g\left(x_{1}, x_{2}\right)\right)$.

Since

$$
\begin{aligned}
h\left(x_{1}, x_{2}\right) j & =\int_{\widehat{G^{2}}} \mathcal{F}_{s} f\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) \omega_{i}\left(x_{1}\right) d^{2} \mu_{\widehat{G^{2}}}\left(\omega_{i}, \omega_{j}\right) j \\
& =\int_{\widehat{G^{2}}} \mathcal{F}_{s} f\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) j \overline{\omega_{i}\left(x_{1}\right)} d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right),
\end{aligned}
$$

then

$$
\begin{aligned}
\operatorname{Sc}\left(h\left(x_{1}, x_{2}\right) j\right) & =\operatorname{Sc}\left(\int_{\widehat{G^{2}}} \mathcal{F}_{s} f\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) j \overline{\omega_{i}\left(x_{1}\right)} d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right)\right) \\
& =\operatorname{Sc}\left(\int_{\widehat{G^{2}}} \overline{\omega_{i}\left(x_{1}\right)} \mathcal{F}_{s} f\left(\omega_{i}, \omega_{j}\right) \omega_{j}\left(x_{2}\right) j d^{2}{ }_{\mu_{\widehat{G^{2}}}}\left(\omega_{i}, \omega_{j}\right)\right) \\
& =\operatorname{Sc}\left(g\left(-x_{1}, x_{2}\right) j\right) .
\end{aligned}
$$

Similarly we have

$$
S c\left(h\left(x_{1}, x_{2}\right) i\right)=S c\left(g\left(x_{1}, x_{2}\right) i\right) \quad \text { and } \quad S c\left(h\left(x_{1}, x_{2}\right) k\right)=S c\left(g\left(-x_{1}, x_{2}\right) k\right) .
$$

Hence we conclude that $\mathcal{W} g=h$.
So we can define the inverse two-sided quaternion Fourier transform by (9) or equivalently by $\mathcal{W}^{-1} \mathcal{F}_{r}{ }^{-1} \mathcal{F}_{s}$.

Definition 4.4 (ISQFT): For every $f \in L^{1}\left(G^{2}, \mathbb{H}\right)$, the inverse two-sided quaternion Fourier transform of $\mathcal{F}_{s}$ is defined by

$$
\left(\mathcal{F}_{s}^{-1} f\right)\left(x_{1}, x_{2}\right)=\int_{\widehat{G^{2}}} \omega_{i}\left(x_{1}\right) f\left(i, \omega_{j}\right) \omega_{j}\left(x_{2}\right) d^{2}{ }_{\mu_{G^{2}}}\left(\omega_{i}, \omega_{j}\right) .
$$

### 4.2. The Plancherel theorem of SQFT

In Section 3.2, we extended $\left.\mathcal{F}_{r}\right|_{L^{1} \cap L^{2}}$ to $L^{2}\left(G^{2}, \mathbb{H}\right)$. The RQFT on $L^{2}\left(G^{2}, \mathbb{H}\right)$ has more symmetry than RQFT in $L^{1}\left(G^{2}, \mathbb{H}\right)$. The relation $\mathcal{F}_{s} f=\mathcal{F}_{r}(\mathcal{W} f)$ drives us to extend $\left.\mathcal{F}_{s}\right|_{L^{1} \cap L^{2}}$ to $L^{2}\left(G^{2}, \mathbb{H}\right)$.

Definition 4.5: For every $f \in L^{2}\left(G^{2}, \mathbb{H}\right)$, the SQFT of $\Omega_{s} f$ is defined by

$$
\begin{equation*}
\Omega_{s} f:=\Omega_{r}(\mathcal{W} f) \tag{10}
\end{equation*}
$$

In fact, we can define $\Omega_{s}$ starting from the original definition of $\mathcal{F}_{s}$ and then taking $L^{2}$ - norm limit. Equation (10) gives us a different but actually equivalent form of $\Omega_{s}$.

Theorem 4.6: Suppose that $f \in L^{2}\left(G^{2}, \mathbb{H}\right)$, and $g \in L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$. Then the assertions hold:
(i) TheSQFT $\Omega_{s} f$ defined by (10) is equal to the $L^{2}$-limit of the sequence $\left\{\mathcal{F}_{s} f_{l}\right\}_{l}$, where $\left\{f_{l}\right\}_{l}$ is any sequence in $L^{1}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)$ converging to fin the $L^{2}$-norm. Iff $\in$ $L^{1}\left(G^{2}, \mathbb{H}\right) \cap L^{2}\left(G^{2}, \mathbb{H}\right)$, then $\Omega_{s} f=\mathcal{F}_{s} f$.
(ii) The transform $\Omega_{s}$ is a bijection on $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$ and $\Omega_{s}{ }^{-1} g=\mathcal{W}^{-1} \Omega_{r}{ }^{-1} g$. Furthermore, $\Omega_{s}{ }^{-1} g$ is equal to the $L^{2}$-limit of the sequence $\left\{\mathcal{F}_{q}{ }^{-1} g_{l}\right\}_{l}$, where $\left\{g_{l}\right\}_{l}$ is any sequence in $L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right) \cap L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$ converging to $g$ in the $L^{2}$-norm. If $g \in$ $L^{1}\left(\widehat{G^{2}}, \mathbb{H}\right) \cap L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$, then

$$
\Omega_{s}^{-1} g=\mathcal{F}_{s}^{-1} g
$$

Proof: The part (i) is a consequence of (10) and the definition of $\Omega_{r}$. The part (ii) is a consequence of (10) and Theorem 3.11.

As an immediate consequence of Theorems 3.10 and 3.11 , we present the following result.

Theorem 4.7: Iff, $g \in L^{2}\left(G^{2}, \mathbb{H}\right)$, then $\left\langle\Omega_{s} f, g\right\rangle=\left\langle\mathcal{W} f, \Omega_{r}{ }^{-1} g\right\rangle$.
Having defined the SQFT for functions in $L^{2}\left(\widehat{G^{2}}, \mathbb{H}\right)$, we obtain the Parseval's identity.

Theorem 4.8: Suppose that $f, g \in L^{2}\left(G^{2}, \mathbb{H}\right), F_{s}=\Omega_{s} f$, and $\Gamma_{s}=\Omega_{s} g$; then

$$
\left\|F_{s}\right\|_{2}=\|f\|_{2}
$$

Furthermore if

$$
\mathrm{p}_{0}+i \mathrm{p}_{1}+j \mathrm{p}_{2}+k \mathrm{p}_{3}=\int_{\mathrm{G}^{2}} f\left(x_{1}, x_{2}\right) \overline{g\left(x_{1}, x_{2}\right)} d^{2}{ }_{\mu_{G^{2}}}\left(x_{1}, x_{2}\right)
$$

and

$$
\mathrm{q}_{0}+i \mathrm{q}_{1}+j \mathrm{q}_{2}+k \mathrm{q}_{3}=\int_{\widehat{G^{2}}} \mathcal{F}_{s} f\left(\omega_{i}, \omega_{j}\right) \overline{\Gamma_{s}\left(\omega_{i}, \omega_{j}\right)} d^{2}{ }_{\mu_{\mathrm{G}^{2}}}\left(\omega_{i}, \omega_{j}\right)
$$

then $\mathrm{p}_{m}=\mathrm{q}_{m},(m=0,1)$. Moreover, if both $f$ and $g$ are $\mathbb{C}_{i}$-valued or even with respect to first variable, then $\mathrm{p}_{m}=\mathrm{q}_{m}(m=0,1,2,3)$.

Proof: Firstly, we show that the Parseval's identity of SQFT holds. Applying Parseval's identity of RQFT and Proposition 4.2 (iii), we have

$$
\left\|F_{s}\right\|_{2}^{2}=\left\langle\Omega_{s} f, \Omega_{s} f\right\rangle=\left\langle\Omega_{s}(\mathcal{W} f), \Omega_{s}(\mathcal{W} f)\right\rangle=\langle\mathcal{W} f, \mathcal{W} f\rangle=\|\mathcal{W} f\|_{2}^{2}=\|f\|_{2}^{2}
$$

By using Parseval's identity of SQFT to $\|f+g\|_{2}^{2}=\left\|F_{s}+\Gamma_{s}\right\|_{2}^{2},\|f+i g\|_{2}^{2}=\left\|F_{s}+\mathrm{i} \Gamma_{s}\right\|_{2}^{2}$ respectively, we get $\mathrm{p}_{m}=\mathrm{q}_{m}(m=0,1)$. If both $f$ and $g$ are $\mathbb{C}_{i}$-valued or even with respect to the first variable, then $\Omega_{s} f=\Omega_{r} f$ and $\Omega_{s} g=\Omega_{r} g$; therefore $\left\langle\Omega_{s} f, \Omega_{s} g\right\rangle=\left\langle\Omega_{r} f, \Omega_{r} g\right\rangle=$ $\langle f, g\rangle$, that is, $\mathrm{p}_{m}=\mathrm{q}_{m}(m=0,1,2,3)$.

## 5. Discussions and Conclusion

Due to the non-commutativity of multiplication of quaternions, there are at least eight types of QFTs and we only consider two typical types of them. How about the rest of QFTs?
(i) The left-sided QFT (LQFT) $\overline{\omega_{i}\left(x_{1}\right)} \overline{\omega_{j}\left(x_{2}\right)} f$ (...) follows a similar pattern to RQFT, with the kernel moving to the left-hand side. As left-sided QFT is right H-linear, if we change the definition of inner product in $L^{2}\left(G^{2}, \mathbb{H}\right)$ to be $\langle f, g\rangle_{L^{2}\left(G^{2}, \mathbb{H}\right)}=$ $\int_{G^{2}} \overline{f\left(x_{1}, x_{2}\right)} g\left(x_{1}, x_{2}\right) d^{2}{ }_{G_{G^{2}}}\left(x_{1}, x_{2}\right)$. Then the results of RQFT still hold for the LQFT case.
(ii) If $i$ and $j$ are substituted into $\mu_{1}$ and $\mu_{2}$, respectively, where $\mu_{1}$ and $\mu_{2}$ are any two perpendicular unit pure imaginary quaternions, all of above results still hold.
(iii) For a locally compact abelian group $G$, we may consider $L^{2}(G, \mathbb{C})$ as a $\mathbb{C}$-subspace of $L^{2}\left(G^{2}, \mathbb{H}\right)$, by the mapping $f \longmapsto f_{\mathbb{H}}$, where $f_{\mathbb{H}}(x, y)=f(x), f \in L^{2}(G, \mathbb{C})$. If $\hat{f}$ is the classical Fourier transform of $f$, then $\hat{f}(\omega)=\mathcal{F}_{r}\left(f_{\mathbb{H}}\right)(\omega, 1)$. Therefore based on the proof of inverse right quaternionic Fourier transform, we may prove the classical inverse Fourier transform, Plancherel theorem and other properties. Our technique is different and more visible from the classical one.

## Disclosure statement

No potential conflict of interest was reported by the author(s).

## ORCID

Mohammad Janfada (D) http://orcid.org/0000-0002-3016-4028

## References

[1] Butz T. Fouriertransformation für Fußgänger. (Fourier transforms for pedestrians) 7th updated ed. Studium. Wiesbaden: Vieweg+Teubner: 2011 (German); 2011.
[2] Folland GB. A course in abstract harmonic analysis. Boca Raton: CRC Press; 1995.
[3] Rudin W. Fourier analysis on groups. New York: Wiley-Interscience; 1962.
[4] Stein EM, Weiss GL. Introduction to Fourier analysis on Euclidean spaces. Princeton: Princeton University Press; 1971.
[5] Cheng D, Kou KI. Plancherel theorem and quaternion Fourier transform for square integrable functions. Complex Var Elliptic Equ. 2019;64(2):223-242. doi:10.1080/17476933.2018.1427080
[6] Ell TA. Hypercomplex spectral transformations [Ph.D. thesis]. University Minnesota; 1992.
[7] Hartmann S. Quaternionic gabor expansion [Ph.D. thesis]. University of Resources; 2015.
[8] Ell TA. Quaternion Fourier transform: re-tooling image and signal processing analysis. In: Hitzer E, Sangwine S, editors. Quaternion and Clifford Fourier transforms and wavelets. Berlin Heidelberg New York: Springer-Verlag; 2013.
[9] Assefa D, Mansinha L, Tiampo KE, et al. Local quaternion Fourier transform and color image texture analysis. Sig Process. 2010;90(6):1825-1835.
[10] Bülow T. Hypercomplex spectral signal representations for the processing and analysis of images [Ph.D. thesis]. Christian Albrechts University Kiel; 1999.
[11] Ell TA, Sangwine SJ. Hypercomplex Fourier transforms of color images. IEEE Trans Image Process. 2007;16(1):22-35.
[12] Bayro-Corrochano E, Trujillo N, Naranjo M. Quaternion Fourier descriptors for the preprocessing and recognition of spoken words using images of spatiotemporal representations. J Math Imaging Vis. 2007;28(2):179-190.
[13] Bahri M, Ashino R. Two-dimensional quaternionic windowed Fourier transform. In: Prof. Nikolic G, editor. Fourier transforms - Approach to scientific principles; 2011. p. 247-260.
[14] Ell TA, Sangwine SJ. Decomposition of 2d hypercomplex Fourier transforms into pairs of complex Fourier transforms. In: Gabbouj M, Kuosmanen P, editors. Proceedings of EUSIPCO 2000, Tenth European Signal Processing Convergence, vol. II. 2000. p. 1061-1064.
[15] Hitzer E. Quaternion Fourier transform on quaternion fields and generalization. Adv Appl Clifford Algebr. 2007;17:497-517.
[16] Hitzer E. General two-sided quaternion Fourier transform, convolution and Mustard convolution. Adv Appl Clifford Alg. 2017;27(1):381-395.
[17] Hitzer E. The quaternion domain Fourier transform and its properties. Adv Appl Clifford Alg. 2016;26(3):969-984.
[18] Hitzer E, Sangwine SJ. The orthogonal 2D planes split of quaternions and steerable quaternion Fourier transformations. In: Hitzer E, Sangwine SJ, editors. Quaternion and Clifford Fourier transforms and wavelets. Basel: Springer; 2013, p. 15-39.
[19] Alpay D, Colombo F, Kimsey DP, et al. Quaternion-valued positive definite functions on locally compact Abelian groups and nuclear spaces. Appl Math Comput. 2016;286:115-125.
[20] Adler SL. Quaternionic quantum field theory. Commun Math Phys. 1986;104:611-656.
[21] Adler SL. Quaternionic quantum mechanics and quantum fields. New York: Oxford University Press; 1995.
[22] Ghiloni R, Moretti V, Perotti A. Continuous slice functional calculus in quaternionic Hilbert spaces. Rev Math Phys. 2013;25(4):1350006-1350083.
[23] Gürlebeck K, Habetha K, Sprößig W. Funktionentheorie in der Ebene und im Raum. 1. Aufl. Springer Science + Business Media: Berlin Heidelberg; 2006.
[24] Kravchenko VV. Applied quaternionic analysis. Berlin: Heldermann; 2003. Bochner-Minlos theorem. Appl Math Comput. 2014;247:675-688.
[25] Deitmar A. A first course in harmonic analysis. 2nd ed. Berlin Heidelberg: Springer Science + Business Media; 2006.
[26] Feichtinger HG, Helffer B, Lamoureux MP, et al. Pseudo-differential operators. Berlin: Springer; 2008. doi:10.1007/978-3-540-68268-4
[27] Fischer V, Ruzhansky M. Quantization on nilpotent Lie groups. Vol. 314. Birkhäuser; 2016. doi:10.1007/978-3-319-29558-9
[28] Ruzhansky M, Turunen V. Pseudo-differential operators and symmetries. Basel: Birkhäuser; 2010.
[29] Ruzhansky M, Dutta H, Agarwal RP. Mathematical analysis and applications. John Wiley \& Sons, Inc.; 2018.
[30] Kamyabi-Gol RA, Tousi RR. Some equivalent multiresolution conditions on locally compact Abelian groups. Proc Indian Acad Sci. 2010;120(3):317-331.
[31] James JE. Extension of some theorems of complex functional analysis to linear spaces over the quaternions and Cayley numbers [doctoral dissertations. 2037]. 1970. Available from: http://scholarsmine.mst.edu/doctoral_dissertations/2037
[32] Ell TA. Quaternion Fourier transforms for analysis of 2-dimensional linear time-invariant partial-differential systems. In: Proceedings of the 32nd IEEE Conference on Decision and Control, San Antonio, TX, USA, 15-17; 1993. p. 1830-1841.
[33] Brackx F, Delanghe R, Sommen F. Clifford analysis. London: Pitman books; 1982. (Research Notes in Mathematics; vol. 76).
[34] Bas P, Le Bihan N, Chassery JM. Color image watermarking using quaternion Fourier transform. In: Proceedings of the IEEE International Conference on Acoustics Speech and Signal Processing, ICASSP, Hong Kong; 2003. p. 521-524.


[^0]:    CONTACT Mohammad Janfada janfada@um.ac.ir

