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Abstract Water quality is one of the major criteria for determining the planning and operation
policies of water resources systems. In order to classify the quality of a water resource such as
an aquifer, it is necessary that the quality of a large number of water samples be determined,
which might be a very time consuming process. The goal of this paper is to classify the water
quality using classification algorithms in order to reduce the computational time. The question
is whether and to what extent the results of the classification algorithms are different. Another
question is what method provides the most accurate results. In this regard, this paper
investigates and compares the performance of three supervised methods of classification
including support vector machine (SVM), probabilistic neural network (PNN), and k-nearest
neighbor (KNN) for water quality classification. Using two performance evaluation statistics
including error rate and error value, the efficiency of the algorithms is investigated.
Furthermore, a 5-fold cross validation is performed to assess the effect of data value on the
performance of the applied algorithms. Results demonstrate that the SVM algorithm presents
the best performance with no errors in calibration and validation phases. The KNN algorithm,
having the most total number and total value of errors, is the weakest one for classification of
water quality data.

Keywords Classification.Waterquality.Supportvectormachine.Probabilisticneuralnetwork.
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1 Introduction

Water quality is one of the major criteria in water resources planning, and plays a key role in
determining the operation policies of water resources. In order to specify the quality of water, a
variety of water quality indices have been used such as biotic and non biotic indices (Ogleni and
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Topal, 2011). Horton (1965) presented one of the earlier water quality indices. He believed that the
main challenge in water quality classification is to define a simple quality index so that the quality
of water can be described using limited information. To calculate water quality indices such as
NSF and ISQA, qualitative variables are weighted while defining the weight of each variable is
complicated and depends on the comments of specialists. Another water quality index is the index
of CCME which uses three factors, Scope, Frequency, and Amplitude, rather than weighted
variables; however, in order to determine the quality of a water resource such as an aquifer or a
river, calculating water quality classes through this method for a large number of water samples
also takes a lot of time. Therefore, to get rid of the complicated calculations for each sample of
water and reduce the computational time, this paper aims to use machine and statistical learning
methods for classification. Consequently, when the qualitative variables are entered into the
model, the class of the water sample is determined quickly.

A large number of machine and statistical learning methods for classification have been put
forward such as: linear discriminant analysis (LDA), quadratic discriminant analysis (QDA),
regularized discriminant analysis (RDA), bagging and boosting classification trees, soft
independent modeling of class analogy (SIMCA), k-nearest neighbor classifier (KNN), neural
networks (NN), support vector machines (SVM), etc. Nevertheless, the question is whether
and to what extent the results of these methods are different; a further question is what method
yields the most accurate results.

To compare these methods, a number of studies have been presented in various fields. For
example, Werther et al. (1994) classified mass spectra in terms of 54 structural properties using
four methods: KNN, DA, SIMCA, and NN. The results of this study showed that the neural
network method had the best consequence, and that all these methods could classify data only
according to a few characteristics.

In other research, Shaffer et al. (1999) compared seven methods including: Probabilistic
neural networks (PNN), learning vector quantization (LVQ) neural networks, back-propagation
artificial neural networks (BP-ANN), SIMCA, Bayesian LDA,Mahalanobis LDA, and nearest-
neighbor pattern recognition algorithm for classifying chemical sensor array data. They cate-
gorized data based on five criteria, and their outcomes indicated that the algorithms PNN, LVQ,
and BP-ANN provided the most accurate performance in classification. They suggested that the
PNN was the best method of all because of its fast training and confidence measure.

Kiang (2003) performed a comparative assessment of five methods such as NN, Decision tree,
Multivariate DA, Logistic models, and KNN. She used synthetic data to perform a controlled
experiment in which the imperfections of these methods were determined by changing data
characteristics. In this research, it was concluded that firstly, classification algorithms were
considerably affected by the data characteristics; secondly, the neural network and logistic
models provided the best performance under most of the designed scenarios. Moreover, it was
recommended that a number of classification methods be evaluated in each study because one
method cannot outperform all methods in all problems; then, either the method which has the
most accurate results be selected or a number of different methods be combined to constitute a
hybrid classifier in response to the presence of different biases in data.

Byvatov et al. (2003) compared the performance of a standard feed-forward neural network
with a specified number of neurons in hidden layer with that of a SVM for drug/nondrug
classification. The results of this paper revealed that the SVM method had a smaller standard
error and more accurate answers than the ANN method. The authors maintained that the SVM
method enjoys two particular advantages which cause it to excel at the ANN method. These
two merits are: (1) the SVMmethod only depends on support vectors and the whole of data set
do not affect the classifier function, (2) as the SVM method exploits kernel functions, this
method can classify data based on a large number of features.
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Lee and Park (2006) evaluated a variety of classification algorithms to identify true
interacting protein pairs from noisy data. Their results showed that these algorithms were
powerful implements to distinguish true interacting protein pairs and that the KNN and
decision tree algorithms had the best performance among other methods.

In order to determine pesticide on spinach leaf, Tsuta et al. (2009) assessed two methods
SVM and LDA. They categorized three types of fluorescence images, and concluded that
Misclassification rates for LDA and SVM were 18.8 and 9.9 % respectively; therefore the
SVM method excelled at LDA method.

In order to classify gasoline in terms of near infrared (NIR) spectroscopy data, Balabin et al.
(2010) compared nine different multivariate classification methods including: LDA, QDA,
RDA, SIMCA, partial least squares (PLS) classification, KNN, SVM, PNN, ANN-MLP. Their
results indicated that KNN, PNN, and SVM methods provided the most effective performance
than the other methods, among which the PNN method was the most efficient.

As presented in the literature, a number of various classification methods were evaluated
and compared in different fields. However, in the field of water quality classification little
research has been carried out with respect to assessing the efficiency of these methods. In this
case, the only study which can be referred to is the study conducted by Chen et al. (2004). The
aim of this study was to compare three supervised methods of classification including
Maximum Likelihood (MLH), ANN, and SVM to categorize the spatial patterns of ocean
color related to water quality. They used 88 real samples which 66 samples for training and 23
samples for testing were applied. Their results showed that ANN and SVM were more
appropriate for a small set of samples compared to the MLH method and that the accuracy
of the SVM method was a little better than two other methods.

In the light of what was said, it can be concluded that three methods including support vector
machine (SVM), probabilistic neural network (PNN), and k-nearest neighbor (KNN) in most of the
studies enjoyed the best performance and themost accurate results (e.g. Shaffer et al., 1999; Byvatov
et al. 2003; Lee& Park, 2006; Tsuta et al. 2009; Balabin et al., 2010; Chen et al., 2004).With regard
to this conclusion and because the SVM method is a new approach to classification using support
vectors, and the PNNmethod is a specific kind of neural networks for classification, and the KNN is
a simple and traditional method for classification, the aim of the current study is to classify water
quality using these three methods, and compare their results to suggest the best one for water quality
classification. The rest of this paper is as follows: in section 2 the case study is introduced and in
section 3 the CCME water quality index used for classifying initial data is presented. Section 4
describes the classification methods used in this research, i.e. SVM, PNN, and KNNmethods. The
results are presented in section 5 and the conclusion is presented in section 6.

2 Case Study

In this research, water quality classification of the main aquifer of Tehran plain was investi-
gated. Tehran plain is located in the north of Iran and in Tehran Province. This plain lies
between latitudes 35° 28′ and 35° 49′ N, and longitudes 51° 15′ and 51° 36′ E. The main
aquifer of this plain is surrounded by Abas Abad hills to the north, Lavizan hills to the east,
Kan river to the west and Bibi Shahrbanoo mountains to the south. The area of this part of
plain is more than 526 Km2. The type of Tehran aquifer is unconfined, and this aquifer is
directly polluted by wastewater absorbing wells. Two major pollutants founded in this aquifer
are Nitrate and Chloride. As a result, water quality classification is this aquifer was performed
based on these two contaminants. The data used in this work were obtained from 100 observed
well across the aquifer during the period 2003–2004.
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3 CCME Water Quality Index

The CCME Water Quality Index was introduced in 1995 by Water Quality Guidelines
Task Group of the Canadian Council of Ministers of the Environment (CCME). To
calculate the index, water quality variables are measured relative to a certain extent,
and the amount exceeded that will be determined. This extent can be based on
recommendations made in order to maintain the usability of water for intended
purpose or any other standard proposed for different water consumptions. The advan-
tage of applying this index is the possibility of using internal standards of each basin,
city, or country and ability to classify on the basis of all measured available variables
(CCME, 2001).

As noted above, to calculate the index, the quality standards and variables should be firstly
defined. Then, three factors which constitute the index are calculated. These factors are as
follows (CCME, 2001):

1) Factor 1: F1 (Scope)
Scope represents the percentage of variables that do not meet their respective objec-

tives at least once over the time period of interest (“failed variables”). It is calculated by:

F1 ¼ Number of failedvariables

Total number of variables

� �
� 100 ð1Þ

Factor 2: F2 (Frequency)
Frequency represents the percentage of individual tests that do not meet their objec-

tives (“failed tests”), calculated by:

F2 ¼ Number of failed tests

Total number of tests

� �
� 100 ð2Þ

2) Factor 3: F3 (Amplitude)
Amplitude represents the amount by which failed test values do not meet their

respective objectives. This factor is calculated in the following three steps:

i) The number of times by which an individual concentration is greater than (or
less than, when the objective is a minimum) the objective is termed an “excur-
sion”. When the test value must not exceed the objective, the excursion is
expressed by:

excursioni ¼ FailedTestValuei
Objectivej

 !
−1 ð3aÞ

For the cases in which the test value must not fall below the objective, the
excursion is expressed as follows:

excursioni ¼
Objectivej

FailedTestValuei

� �
−1 ð3bÞ

ii) The compliance of individual tests is determined by the collective amount calculated by
summing the excursions of individual tests from their objectives and dividing by the total
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number of tests (both those meeting and not meeting objectives). This variable which is
referred to as the normalized sum of excursions, or nse, is calculated by:

nse ¼

X
i¼1

n

excursioni

number of tests
ð4Þ

iii) Finally, F3 is calculated as follows by an asymptotic function which scales the normal-
ized sum of the excursions from objectives (nse) to yield a range between 0 and 100.

F3 ¼ nse

0:01nseþ 0:01

� �
ð5Þ

When the factors have been obtained, the CCME Water Quality Index (CCME WQI)
can be calculated by the following equation:

CCME ¼ 100−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F2
1 þ F2

2 þ F2
3

q
1:732

0
@

1
A ð6Þ

Where, the divisor 1.732 scales the resultant values from 0 to 100 while 0 represents
the worst water quality and 100 represents the best water quality.

After determining the CCME WQI value, water quality is classified based on this
index according to the following categories:

1) Poor: (0–44)
2) Marginal: (45–64)
3) Fair: (65–79)
4) Good: (80–94)
5) Excellent: (95–100)

Using the CCME Water Quality Index, in the present paper the water quality of 100
observed wells in the study area was classified based on two pollutants Nitrate and
Chloride. With respect to these contaminants, water quality of the wells was categorized
into three classes Excellent, Marginal, and Poor and any well was not ranked in other
classes. Figure 1 shows the classification of observed data based on CCME WQI
according to two pollutants Nitrate and Chloride.

4 Methodology

As mentioned in the section of introduction, because the three supervised algorithms including
support vector machine (SVM), probabilistic neural network (PNN), and k- nearest neighbor
(KNN) enjoyed the best performance and the most accurate results in most of the researches
which have been done on classification, in the current study these three algorithms were used
for water quality classification. In the following, each of these algorithms will be described
separately in details.
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4.1 Support Vector Machine Classification

Support Vector Machine was first introduced by Boser and Guyon in 1992 and its
foundation was developed by Vapnik in 1995 (Vapnik, 1995). SVMs are a set of
related supervised learning methods which have been used for classification and
regression (Araghinejad, 2014, Aggarwal et al., 2012; Ghosh and Katkar, 2012;
Hong and Pai, 2007). They belong to a family of generalized linear classifiers. The
formulation of SVM uses the Structural Risk Minimization (SRM) principle, which
has been shown to be superior to the traditional Empirical Risk Minimization (ERM)
principle used by conventional neural networks (Burges, 1998). In what follows, the
binary and multiclass SVM will be introduced.

4.1.1 Binary Classification with SVM

The aim of SVM is to define the optimal hyperplane according to the training data, which
separates objects belonging to two classes, whereas it makes an attempt to maximize the
margin between those classes.

The general formulation of SVM is defined over a training set of pairs (xi,yi), i=1,
2,…,n, where xi is the vector containing m features, and yi∈{−1,1} is the label
related to xi. In order to find the optimal hyperplane, the SVM algorithm solves the
following optimization problem,

Minimize
1

2
w2 þ C

X
i¼1

n

ξi

Subject to : yi w
Tφ xið Þ þ b

� �
≥1−ξi;∀i∈ 1;…; nf g

ξi≥0;∀i∈ 1;…; nf g ð7Þ

Here, the function ∅ maps the training vectors xi into a higher dimensional space.
The training errors ξi are considered by the objective function to achieve the

Fig. 1 The classification of observed data based on CCME WQI according to Nitrate and Chloride
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maximum margin hyperplane, while they are adjusted by parameter C which is chosen
by the user. Dual formulation of this function is expressed as follows,

Maximize
X
i¼1

n

αi−
1

2

X
i; j¼1

n

αiα jyiy j:k xi; x j
� �

Subject to

: αi≥0;∀i∈ 1;…; nf g
X
i¼1

n

αiyi ¼ 0 ð8Þ

Where, k(xi,xj)=(φ(xi).φ(xj)) is called the kernel function.
After specifying the optimal parameters α, the decision function of classification for the j-th

element becomes,

f x j
� � ¼ sign

X
i¼1

n

αiyi:k xix j
� �þ b

 !
ð9Þ

The kernel functions commonly used in SVM’s formulations are:

a) Linear: k(xixj)=xi
Txj

b) Polynomial: k(xixj)=(γxi
Txj+r)

d,γ>0.
c) Radial Basis Function (RBF): k(xixj)=exp(−γ‖xi−xj‖2),γ>0.
d) Sigmoid: k(xixj)=tanh(γxi

Txj+r).
Here, γ, r and d are kernel parameters.
This original formulation of SVM can classify variables into two classes.

4.1.2 Multiclass Classification with SVMs

When one deals with more than two classes like water quality classification problems, an
appropriate multiclass method is needed. A number of possible methods for this purpose are as
follows (Chapelle et al., 1999).

& Modifying the design of the SVM to incorporate the multiclass learning directly in the
quadratic solving algorithm.

& Combining several binary classifiers with two methods:

a. “One against one” which applies pair comparisons between classes.
b. “One against the others” which compares a given class with all the other classes.

According to a comparison study (Weston &Watkins, 1998), the accuracy of these
methods is almost the same. Therefore, in this study the method of “one against the
others” was chosen, which has the lowest complexity.

4.2 Classification by Probabilistic Neural Network

The Probabilistic Neural Network (PNN) is a method developed by Donald Specht in 1988. A
supervised training set to develop distribution functions within a pattern layer is used in this
method. In order to estimate the likelihood of an input feature vector being part of a learned
class, or category, these functions are used. Indeed, a PNN is a specific form of Neural
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Network used to perform Bayesian classification techniques incorporating Parzen univariate
estimation. To classify two classes Bayesian classifiers which can be used are as follows
(Wasserman, 1993):

d Xð Þ ¼ C1 if l1h1 f 1 Xð Þ > l2h2 f 2 Xð Þ
C2 if l1h1 f 1 Xð Þ < l2h2 f 2 Xð Þ

�
ð10Þ

where X is a p-dimensional random vector, d(X) is an image of X in a set of classes, Ci is the i-
th class, li is the loss associated with misclassifying a vector of the i-th class into other class, hi
is the prior probability of occurrence in the i-th class, and fi(x) is the probability distribution
function (pdf) for i-th class.

The aim of Eq. (10) is to minimize the expected risk in classification (Kim et al., 2005). The
product of hi and fi(x) is a posterior probability from Bayesian theorem which permits the
updating of available knowledge hi with new information fi(x). The available knowledge hi
could be obtained from a previous sample or the opinion of an expert, and an established
mathematical foundation determines fi(x) to estimate the univariate pdf of a population from its
sample. This foundation takes an average sum of kernel (pdf) values which was suitably
chosen for each observation in the sample (Parzen, 1962). The loss li can be calculated or
subjectively estimated, but it is usually assigned the same value for all classes.

To estimate the multivariate density function, as discussed by (Cacoullos, 1966), one can
firstly take the multivariate pdf of an observation as a product of its univariate kernel, then
apply Parzen’s average sum so that the multivariate pdf is estimated. The following is shown
an example of using the Gauss kernel for each observation of a random variable to estimate its
density function,

f i Xð Þ ¼ 1

2πð Þp2σp

1

ni

X
k¼1

ni

e
X−X i;kð ÞT X−X i;kð Þ

−2σ2 ð11Þ

In this equation, X is a p-dimensional random vector, fi(x) is the pdf of X for i-th class, ni is
the number of observations in the i-th class, xi,k is the k-th observation in the i-th class, and σ is
the smoothing parameter. In the case of the Gauss kernel (this equation), the meaning of the
smoothing parameter σ is that univariate Gauss is sharply peaked with σ smaller than one, and
tends to flatten with increasing σ (Wasserman, 1993).

The foundation of probabilistic neural networks generally is composed of four layers, an
input layer and three information processing layers ranging from pattern layer to summation
layer, to decision layer. A configuration of the PNN with four layers is shown in Fig. 2.

In the input layer, the number of neurons is equal to the number of input factors. The
neurons of this layer only transfer input data to all neurons of the second layer, and any
processing is not done on the data in this layer.

In the pattern layer, the total number of neurons is equal to the sum of the numbers of
neurons used to represent the patterns for each class. Each class can contain a large number of
training patterns (training vectors) of which dimension is the same as the number of input
factors, while it is taking a set of specific values of input factors. The training vectors are
imported from sample data and therefore they necessarily do not always represent all existing
patterns for that class. Nonetheless, this can be the advantage of PNN in that it can generalize
to allow recognition of a new pattern of a class (Wasserman, 1993). The activation function in
the pattern layer can be chosen from some kernel density functions (Scott, 1992), but the
Gaussian kernel is more commonly used (Araghinejad, 2014).
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In the summation layer, the number of neurons is equal to the number of classes. Moreover,
the activation function in this layer is a simple weighted sum function. The outgoing signals
can be adjusted in accordance with loss and prior probability value.

Eventually, in the output layer, there is only one neuron to represent the max function, which
outputs the class associated with the largest value between incoming signals (Kim et al., 2005).

As noted above, a PNN is a supervised algorithm. Thus, it needs a training stage before
being used for classification. In the calibration stage, the smoothing parameter should be
determined by applying the optimization methods to minimize the classification errors in the
training vectors.

5 K- Nearest Neighbor Classification

The k-nearest neighbor is one of the common classification methods, which is on the basis of
the use of distance measures. The K-NN technique assumes that the whole of sampling set
includes both the data in the set and the desired class for each item. In order to classify a new
item, its distance to each item which is in the sampling set must be computed. Then, the K
closest items in the sampling set are selected to determine the class of the new item. The new
item is then categorized to the class that contains the most items from this set of K closest
items. The distance between two samples shows their similarity; therefore, ingredients of an
instance determine features. Euclidean distance is the method usually used in the K-NN. For
any two n-feature samples, say a vector of features for any sample like X=(x1, x2, …, xn) and
Y=(y1, y2, …, yn), their Euclidean distance is computed based on the following equation:

dist X ; Yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i¼1

n

ci xi−yið Þ2
s

ð12Þ

where ci is the weight of any feature (Yang Su, 2011, Araghinejad, 2014). In this algorithm,
selecting the optimal value for K is important and depends on the type of the data. Generally, if
K value is large, the precision of the results will be more because the larger K reduces the

Fig. 2 A PNN schematic with four layers (Wasserman, 1993)
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overall noise but there is no guarantee. To determine a good value for K, another way is Cross‐
validation method that uses an iterative process so that the best value for parameter K is
determined.

6 Results

As mentioned above, the aim of this study is to compare the performance of three methods
SVM, PNN, and KNN for water quality classification. For this purpose, the water quality data
of 100 observed wells were divided into 5 groups of 20 data. Then, 5 sets of data were
produced in each of which 4 groups of 20 data were applied for training and one other group
was applied for testing: for example, in set 1 four groups 1, 2, 3, and 4 were used for training
and group 5 was used for testing, and in set 2, four groups 1, 2, 3, and 5 were used for training
and group 4 was used for testing and so on. Actually, a 5- fold cross validation was performed
to assess the effect of data value on the performance of these methods: for instance, the effect
of presence or absence of maximum or minimum data in a data set on training the algorithm.
To compare the efficiency of these three algorithms, two performance evaluation measures
were defined:

1- Error Rate (ER): It is calculated by the following equation:

ErrorRate %ð Þ ¼ Number of misclassified data

Total number of data
� 100 ð13Þ

2- Error Value (EV): which is determined by the Eq. (14):

ErrorValue ¼ Observed class−Simulated classð Þ2 ð14Þ

Error Rate determines how many data have been misclassified, and Error Value shows
the magnitude of classification error of the misclassified data. The zero value of them
implies the absence of errors in classification, and the values greater than zero indicate the
presence of errors such that the larger the value of them, the greater the error.

In what follows, the way of applying each method and its results will be separately
presented, and finally, the results of the three methods will be compared.

6.1 Results of the SVM Method

As noted in the section of methodology, there are a variety of kernel functions for training the
SVM algorithm. Moreover, parameter C in this algorithm must be defined by the user. With
respect to the fact that the method of “one against the others” was chosen for training the
algorithm in the present study, and that the quality of observed data was classified into three
classes Excellent, Marginal, and Poor (i.e. 1, 2, and 5), this algorithm was trained three times,
once for each class. In addition, in the training phase all of the kernel functions listed in
methodology were investigated with different values of parameter C.

In the following, the simplest kernel function and the lowest value of parameter C which
were enjoyed the lowest error were selected for each class. For example, if both the linear and
quadratic kernel functions were appropriate for class 1, the linear kernel function would be
selected, and if the values of 100 and 1,000 for parameter C had the same error, the value of
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100 would be selected. The whole process was performed separately for each of the five data
sets. Table 1 illustrates the optimum kernel function and value of parameter C for each class
and each data set.

As can be seen from Table 1, the optimum kernel function type of each class is the same for
all five data sets and it is linear for class 1 and quadratic for classes 2 and 5. Moreover, for
classes 1 and 5, the optimum value of parameter C is also the same for all of the five data sets,
and is equal to 10 and 1,000 respectively. However, for class 2, it is equal to 100 for data sets 2,
3, and 5 while its value is 10,000 and 100,000 for classes 1 and 4 respectively.

Regarding the point that the type of optimum kernel function of each class is the same for
all data sets, it can be concluded that the SVM algorithm is almost insensitive to the value of
data and that the general structure of data of each category plays an important role in
determining the type of optimum kernel function. This is due to the fact that the SVM
algorithm finds a hyperplain with maximum margin to classify the data.

Nevertheless, the amount of irregularity of scattering of data affects the value of parameter
C such that the more irregular the data, the more value the parameter C. Therefore, the results
of Table 1 indicate that the data of class 1 enjoy the lowest irregularity of scattering while the
data scattering of classes 5 and 2 is more irregular; nonetheless, the data in class 2 have been
irregularly scattered in five data sets. As a result, the value of parameter C is different for the
five data sets.

Finally, based on the optimum kernel function and value of parameter C in Table 1, the SVM
algorithm was calibrated (trained) and validated (tested) for each data set. The values of the Error
Rate and Error Value of the calibration and validation phases have been presented in Table 2.

According to Table 2, the Error Rate and Error Value for the SVM algorithm in the
calibration stage are equal to zero for the entire data sets. However, in the validation stage,
the ER is equal to 0 % for data sets 1 and 4, 5 % (one misclassified data) for data sets 3 and 5,
and 15 % (three misclassified data) for data set 2. Moreover, the EV is equal to 34, 4, and 9 for
data sets 2, 3, and 5 respectively. It can be seen that while the ER is the same for data sets 3 and
5, the error of classification (EV) in data set 3 is less than data set 5, and that because there are
three errors in the classification of data set 2, the EVof this data set is much larger than two
other data sets which have one error in classification.

The results show that in general, the SVM algorithm has been well calibrated and validated
for all data sets especially for data sets 1 and 4. Nevertheless, the number of misclassified data
and the magnitude of error in other data sets are also low. Consequently, because of the low
error rate of the SVM algorithm for all data sets in both calibration and validation phases, it can
be concluded that the SVM algorithm has a great compatibility with different types of division
of the data while it can be well calibrated and validated.

Table 1 The optimum kernel function and value of parameter C for each class and each data set

Class 5 Class 2 Class 1 Number of data set

Parameter C Type of kernel
function

Parameter C Type of kernel
function

Parameter C Type of kernel
function

1,000 Quadratic 10,000 Quadratic 10 Linear 1

1,000 Quadratic 100 Quadratic 10 Linear 2

1,000 Quadratic 100 Quadratic 10 Linear 3

1,000 Quadratic 100,000 Quadratic 10 Linear 4

1,000 Quadratic 100 Quadratic 10 Linear 5
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6.2 Results of PNN Method

In the phase of training the PNN algorithm, there is a parameter named SPREAD which is the
representative of parameter σ defined in the section of methodology. Therefore, the optimum
value of SPREAD plays an important role in the results of this algorithm. Hence, to determine
this parameter, the cross validation method was used in the present study. On the basis of this
method, the error resulted from training the algorithm was calculated for a variety of values of
parameter SPREAD. Then, the value of parameter SPREAD for the lowest error was selected,
and by the use of this value, the algorithm was trained and tested. It is noted that this process
was performed separately for each of the five data sets. The optimum value of parameter
SPREAD and the Error Rate and Error Value of the calibration and validation phases for each
data set have been presented in Table 3.

As can be seen from Table 3, the optimum value of parameter SPREAD is equal to 1 for
data sets 1, 2, and 5, 4 for data set 3, and 22 for data set 4. The values of this parameter indicate
that the spread of kernel function of the algorithm is normal for data sets 1, 2, and 5, while for
data sets 3 and 4 the kernel function tends to flatten, and its spread for data set 4 is much more
than that for data set 3.

Moreover, in the calibration phase, the Error Rate and Error value are equal to zero for data
sets 1, 2, and 5. The ER for data set 3 is equal to 2.5 % (two misclassified data) and 1.25 %
(one misclassified data) for data set 4. Accordingly, the EV for data set 3 is twice as much as
that for data set 4. It means that the classification errors of all misclassified data in data set 3
and 4 are the same.

Table 2 The error indices of the SVM algorithm in calibration and validation phases

Error value Error rate (%) Number of data set

Validation Calibration Validation Calibration

0 0 0 0 1

34 0 15 0 2

4 0 5 0 3

0 0 0 0 4

9 0 5 0 5

Table 3 The optimum value of parameter SPREAD and error indices of the PNN algorithm in calibration and
validation phases

Error value Error rate (%) Optimum value
of SPREAD

Number of
data set

Validation Calibration Validation Calibration

10 0 10 0 1 1

25 0 10 0 1 2

2 18 10 2.5 4 3

18 9 10 1.25 22 4

2 0 10 0 1 5
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Furthermore, in the validation phase, the ER is equal to 10 % (two misclassified data) for all
of the data sets; however, the EV is not the same for them such that it is the least for data sets 3
and 5 and the most for data set 2.

All in all, as the ER is the same for all data sets in validation phase and its value is low for
all data sets in calibration phase, it can be concluded that the performance of the PNN
algorithm is not sensitive to the way of dividing the data, But, it should be considered that
the EV is related to that.

6.3 Results of the KNN Method

As mentioned in the methodology section, in the KNN algorithm the value of parameter K
affects the results. Therefore, the optimum value of the parameter K was determined in this
study using the cross validation method. Because two pollutants, Nitrate and Chloride, had the
same effect on the value of CCME WQI, their weights were considered the same in this
algorithm. After determining the optimum value of parameter K, the algorithm was trained and
tested with this value. This process was performed separately for all of the five data sets, and
the optimum value of parameter K and the Error Rate and Error Value of the calibration and
validation phases for each data set have been presented in Table 4.

According to Table 4, the optimum value of parameter K is equal to 2 for data sets 1 and 2,
10 for data set 3, 22 for data set 4, and 3 for data set 5. The large value of K for data sets 3 and
4 indicates the irregularity of scattering of data in the training data sets, which causes the
difficult acceptability of the pattern by the algorithm.

Besides, in the calibration step, the Error Rate and Error Value are equal to zero for data sets
1 and 2. For data set 3, the EV is equal to 8.75 % (seven misclassified data), and it is equal to
10 % (eight misclassified data) and 6.25 % (five misclassified data) for data sets 4 and 5
respectively. Comparing the EV for data sets 3 and 4, it can be realized that although the
number of misclassified data for data set 3 is fewer than that for data set 4, the magnitude of the
classification errors for data set 3 is higher than that for data set 4.

Furthermore, in the validation step, the Error Rate for data set 1 is equal to 5 % (one
misclassified data), and it is equal to 15 % (three misclassified data) for data sets 2 and 5, and
25 % (five misclassified data) for data sets 3 and 4. As can be seen, like the calibration step, in
the phase of validation the highest value of the ER belongs to data sets 3 and 4. But, in this
phase data set 4 has the highest value of the EV. Besides, although data set 5 has the fewer
number of misclassified data than data set 3, its magnitude of the classification errors is higher
than that of data set 3. Moreover, despite the equality of the number of misclassified data for
data sets 2 and 5, the EV for data set 5 is higher than that for data set 2.

Table 4 The optimum value of parameter K and error indices of the KNN algorithm in calibration and validation
phases

Error value Error rate (%) Optimum value of K Number of data set

Validation Calibration Validation Calibration

9 0 5 0 2 1

19 0 15 0 2 2

21 39 25 8.75 10 3

37 32 25 10 22 4

27 29 15 6.25 3 5
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Finally, it can be concluded that this algorithm is relatively sensitive to the way of dividing
the data such that the best and the worst results belong to data sets 1 and 4 respectively.

6.4 Comparison of the results

As noted above, each of these three algorithms has a parameter (C for SVM algorithm,
SPREAD for PNN algorithm, and K for KNN algorithm), the value of which affects the
performance of the algorithm. Therefore, in the current study the optimum value of these
parameters was determined. Table 5 illustrates the optimum value of these parameters.

Comparing the optimum value of the algorithms’ parameters in Table 5 shows that:

1- For the SVM algorithm, it is necessary that an optimum value for parameter C be
determined for each class while each of the PNN and KNN algorithms has one parameter
which should be optimized only once for all of the classes. In this respect, the PNN and
KNN algorithms are superior to the SVM algorithm.

2- The SVM algorithm enjoyed the lowest optimum value of parameter C for data sets 2, 3,
and 5. However, the lowest optimum value of the PNN and KNN algorithms’ parameters
belongs to data sets 1, 2, and 5. As a result, all of the three algorithms jointly own the
lowest optimum value of their parameters for data sets 2 and 5, which indicates the more
regularity of scattering of the data in these two data sets.

3- The largest optimum value of the parameters of the three algorithms belongs to data set 4,
which indicates the irregularity of scattering of data in this data set.

4- The optimum values of the parameters SPREAD and K are almost the same for all of the
five data sets.

Based on the optimum value of the parameters, these three algorithms were performed,
and their Error Rate and Error Value of the calibration and validation phases separately
were compared in Tables 6 and 7.

Comparing the results of these three algorithms in the Tables 6 and 7 shows that:

1- In general, the SVM algorithm is a powerful algorithm compared to the two others for
classifying the water quality data, having no errors in the calibration phase and the lowest
total number and total value of errors in the validation phase. On the contrary, the KNN
algorithm which has the most total number and total magnitude of errors in the both
calibration and validation phases has the least performance of all.

2- Although the SVM algorithm has the best performance, the number and magnitude of
errors of the PNN algorithm are also low in both calibration and validation phases in
addition to the fact that training the PNN algorithm is much easier than the SVM

Table 5 The optimum value of the algorithms’ parameters

K (KNN) SPREAD (PNN) C (SVM) Number of data set

Class 5 Class 2 Class 1

2 1 1,000 10,000 10 1

2 1 1,000 100 10 2

10 4 1,000 100 10 3

22 22 1,000 100,000 10 4

3 1 1,000 100 10 5
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algorithm. Therefore, in situation of the absence of the SVM algorithm, the PNN
algorithm can be an appropriate alternative for classification.

3- The SVM algorithm has the best results for both indices for data sets 1 and 4 while the
PNN algorithm has those for data sets 1, 2, and 5, and the KNN algorithm has also those
for data sets 1 and 2. Consequently, all of the three algorithms enjoy the best results for
data set 1. But, the PNN and KNN algorithms have the worst results for data sets 3 and 4
while the SVM algorithm has those for data set 2.

4- The SVM algorithm has the best results for both indices for data sets 1 and 4 while the
PNN algorithm has those for data sets 1, 2, and 5, and the KNN algorithm has also those
for data sets 1 and 2. Consequently, all of the three algorithms enjoy the best results for
data set 1. But, the PNN and KNN algorithms have the worst results for data sets 3 and 4
while the SVM algorithm has those for data set 2.

5- The differences between the results of the KNN algorithm for the five data sets are more
than those for the PNN and SVM algorithms. It implies that the KNN algorithm is more
sensitive to the way of dividing the data than two other algorithms.

7 Conclusion

The aim of this study is to apply the classification algorithms for water quality classification in
order to reduce the computation time. In this regard, the performance of the three supervised
methods of classification including SVM, probabilistic neural network (PNN), and k-nearest
neighbor (KNN) has been assessed and compared. For this purpose, water quality data
obtained from 100 observed wells have been used while they have been classified based on

Table 6 The comparison of Error Rate index (%) of the algorithms in calibration and validation phases

Validation Calibration Number of data set

KNN PNN SVM KNN PNN SVM

5 10 0 0 0 0 1

15 10 15 0 0 0 2

25 10 5 8.75 2.5 0 3

25 10 0 10 1.25 0 4

15 10 5 6.25 0 0 5

Table 7 The comparison of Error Value index of the algorithms in calibration and validation phases

Validation Calibration Number of data set

KNN PNN SVM KNN PNN SVM

9 10 0 0 0 0 1

19 25 34 0 0 0 2

21 2 4 39 18 0 3

37 18 0 32 9 0 4

27 2 9 29 0 0 5
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two pollutants Nitrate and Chloride by the use of the CCMEWater Quality Index. With respect
to these contaminants, water quality of the wells has been categorized into three classes
Excellent, Marginal, and Poor and any well was not ranked in other classes.

To carry out this research, first the 100 water quality data were divided into 5 groups of 20
data. Then, 5 sets of data were produced in each of which 4 groups of 20 data were applied for
training and one other group was applied for testing. Indeed, a 5- fold cross validation was
performed to assess the effect of data value on the performance of these methods.

To assess the efficiency of the algorithms, two performance evaluation measures including
Error Rate (ER) and Error Value (EV) have been defined such that the former indicates the
number of misclassified data and the latter implies the magnitude of classification error of the
misclassified data.

The results show that the SVM algorithm enjoys the best performance of all although the
PNN algorithm also has the low number and magnitude of errors.

Moreover, the KNN algorithm, having the most total number and total value of errors, is the
weakest one for classification data.

One of the important factors which affects the results of the KNN algorithm is the weight of
any feature. In the current study, as two pollutants, Nitrate and Chloride, have the same effect
on the value of CCME WQI, their weights have been considered the same. Nevertheless,
changing the weight of these features may be able to get better results for this algorithm.

It is worth noting that the training process of the SVM algorithm is more difficult than the
PNN and KNN algorithms especially because the parameter C of the SVM algorithm should
be optimized for each class while the parameters of the two other algorithms should be
optimized only once for all of the classes.

Comparing the results of the algorithms and the optimum value of their parameters for all of
the five data sets indicates that:

Firstly, all of the three algorithms have the best results for data set 1; however, the PNN and
KNN algorithms have the worst results for data sets 3 and 4 while the SVM algorithm has
those for data set 2.

Secondly, the irregular scattering of data in the data set 4 is high as a result of which the
largest optimum value for parameters C, SPREAD, and K has been obtained.

Thirdly, despite the largest optimum values of parameter C for the SVM algorithm belongs
to data sets 1 and 4, which indicates the irregularity of scattering of data in the two data sets,
this algorithm enjoys the best results for these data sets. On the contrary, the PNN algorithm
has the best results and the lowest optimum value of parameter SPREAD for data sets 1, 2, and
5. Like PNN, the KNN algorithm enjoys the best results and the lowest optimum value of
parameter K for data sets 1 and 2.

Finally, the KNN algorithm is more sensitive to the way of division of the data than two
other algorithms.
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