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Abstract—In this research, we are investigating  Convolutional 

Neural  Networks (CNN) and Stacked  Auto Encoders (SAE) to 

classify  EEG Motor Imagery signals. Also, we use Cohen Class 

Distribution (CCD) to calculate time and frequency features 

derived from EEG signals to feed to our network. Using this 

combination of CNN and SAE decrease the data dimensions. the 

best accuracy percentage according to our method, in an average 

manner, is 82%. The proposed approach was applied to the 

dataset IVa from BCI Competition III, a multichannel 2-class 

motor-imagery dataset obtained from 5 healthy subjects  

Keyword— BCI, EEG, Motor Imagery, deep learning, 

convolutional neural networks, stacked autoencoders 

I.  INTRODUCTION  

The responsibility of the central nervous system (CNS) is to 
respond to environmental or body events by generating adequate 
outputs. The central nervous system's main function is to collect 
sensual inputs, process them and generate and transmit the 
outputs for adequate movement [2]. An alternate way between 
human brain and computers designed to assist people with 
disabilities to use their brain electrical activity is provided by a 
Brain Computer Interface (BCI) system [1],[2]. The aim of 
BCI's challenge is the realization of powerful modern assistive 
communication and management systems for people with 
neuromuscular disorders such as Amyotrophic Lateral Sclerosis 
(ALS), stroke, spinal cord injury, cerebral palsy, multiple 
sclerosis, and  muscular dystrophies [3]. A BCI captures brain 
signals, extracts specific features from them, and translates 
features into new artificial outputs that operate upon the 
environment or the body itself. See Figure 1. 

 There are several invasive and non-invasive techniques for 
displaying brain signals such as Magnetic Encephalography 
(MEG), Electroencephalography (EEG), Functional Magnetic 
Resonance Imaging (FMRI) and Near Infrared Spectroscopy 
(NIRS), as well as Multielectrode arrays  (MEA) and 
Electrocochleography (ECoG) methods [4]. In a BCI device the 
first step is the acquiring of signal. The next step is to pre-
process the data to eliminate the noise caused by blinking, 
muscle activity, and background activity during the signal 
acquisition process. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Design of a brain–computer interface (BCI) system. Signals produced 

by brain activity are recorded from the scalp, from the cortical surface, or from 

within the brain. These signals are analyzed to measure signal features. 

extracted features are then translated into commands that control application 

devices that replace, restore, enhance, supplement, or improve natural CNS 

outputs [2]. 

One of the most critical steps is the extraction of the features 
from the obtained signal. The extracted characteristics are then 
graded and are eventually added as a command to the system. 
Figure 2 shows steps in BCI systems. 

 

 

 

 

Fig. 2. diagram of a BCI system. 

The Electroencephalography (EEG) technique provides a 
simple and inexpensive solution for BCI systems and is used in 
many non-invasive BCI studies [5]. Figure 3 Provides 
information on the human brain structure and also shows the 
locations of the 10–20 electrode positioning [6]. 
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Fig. 3. The international 10-20 electrode placement sysytem[6] 

 In BCI research, different types of EEG signals were used 
to work as control signals. Among these signals, the most 
common signals are P300 evoked potential, steady-state visual 
evoked potentials (SSVEP), and motor imagery (MI). In this 
paper, we consider brain potentials related to motor imagery 
tasks. Motor imagery (MI), a visual method of imagining 
movement without actual movement, is helpful for disabled 
people in therapy for muscle recovery [7] and also for healthy 
individuals in gaining new mental abilities in sports [8]. Motor 
imagery (MI) is a mechanism of mind in which subject imagines 
that she/he is performing a specific motor action such as a hand 
or foot movement without otherwise performing it in reality [9]. 

 
Several researches studied various methods of extracting 

features and classifying MI tasks for Motor Imagery based 
Brain-Computer Interface. Common spatial patterns (CSP) [6,9] 
are a common method for extracting features in MI studies. In 
several MI activity recognition studies, CSP has been 
successfully applied [10]-[15]. Researchers are also 
implementing multiple machine-learning methods for MI 
discrimination, e.g.  Independent Component Analysis (ICA) 
[16],[17]. Other well-known methods for extracting or selecting 
features, such as Principal Component Analysis (PCA) [18], 
Empirical mode function (EMD) that is an time-frequency based 
method thus efficient for time frequency analysis of non-
stationary signals [19], Common Bayesian network (CBN) [20] 
and wavelet packet transformation (WPT)[21] are commonly 
used to improve the classification accuracy. Several 
conventional algorithms such as Support Vector Machine 
(SVM) [22],[23], Linear Discriminant Analysis (LDA) [22],[24] 
and the Bayesian classifier [25] have been used in various 
studies for classification. 

Among current methods for feature extraction of EEG, some 
relay on a single channel resulting in information loss, some use 
multichannel, but fail to ensure the location of the channel. 
Continuous data gathering in BCI systems produces a large 
amount of data which can be used to train classifiers. On the 
other hand, by increasing the size of training data, the deep 

learning approaches are known to provide better classification 
efficiency. Which makes deep learning methods a great choice 
for BCI systems. In study [26] a Deep convolutional neural 
networks (CNNs) model was applied for two class MI 
classification. This paper introduces a method that uses CNN to 
examine the EEG signals generated by motor imagery tasks of 
the left and right hand and CNN proved more efficient than 
SVM method. In [27], On average, CNN performs slightly better 
than FBCSP approach using both the 2D and the 3D kernels. In 
[28] Arnold et al, presented a class of deep learning techniques 
such as deep belief networks, stacked auto associators, deep 
kernel machines and deep convolutional networks. 

In our study, the input data is used by the CNN to  learn the 
activation patterns of  different MI signals . Next, a stacked 
autoencoder (SAE) with six layers enhances classification 
across a deep network. Several studies used various methods to 
convert EEG signal to images before feeding them to a CNN. In 
[29] Short time Transform Fourier (STFT) approach used to 
transform EEG signals to images. Filter bank common spatial 
pattern (FBCSP) features  were developed in [30], focused on a 
pairwise projection matrix. It can be found by extracting CSP 
features from a multi-level decomposition of various frequency 
ranges. Time-frequency quadratic representations (TFR's) are 
widely used for analyzing non-stationary signals, for example 
speech and bio-acoustical signals. Shift-invariant TFR’s belong 
to Cohen’s class of distributions. 

In this research, Cohen’s Class Distribution (CCD) method 
is applied to convert EEG time series to 2D images. Then the 
converted images are fed to a CNN followed by SAE and a 
SoftMax classifier. CNN and SAE are first pre-trained 
separately and then the whole network is fine-tuned. The 
proposed approach is analyzed and evaluated using BCI 
Competition III dataset Iva [31]. the results  are presented 
considering classification accuracy  metrics. The rest of the paper 
is as follows: Input data, STFT and networks (CNN, SAE) is 
described in section II. Preprocess and experiments are 
presented and discussed in section III. And finally, the report is 
concluded under section IV. 

 

II. METHODS 

A. Dataset and preprocessing 

The proposed method consists of three principal parts shown 
in Figure 4. First, Pre-processing step: It is important to use a 
sufficient amount of data to provide more reliable information 
and analysis to transfer to the machine learning model. Second, 
using convolutional neural network and stacked autoencoders: 
this step is important because in this part the signal pattern is 
taught and classified. Finally, in  the last step the trained stacked 
autoencoders is used to classify the data set.  

 

1) Dataset 
The BCI competition III public benchmark Dataset IVa 

given by Fraunhofer FIRST (Intelligent Data Analysis Group) 
was used to evaluate the performance of the proposed method. 
Dataset IVa from BCI competition III [31] was recorded from 
five healthy subjects. Signals from 118 EEG channels of the 
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extended international 10/20 system were captured and then 
band-passed filtered between 0.05 and 200 Hz. Although the 
sampling frequency used was 1000 Hz, EEG signals that are 
down-sampled at 100 Hz were also provided and used in this 
paper. Visual clues display the type of motor imaging for 3.5 
seconds: (R) right hand, or (F) right foot. Periods of length 
around 2 seconds have been introduced to allow subjects to take 
a short break. For each of the five subjects, continuous signals 
with 118 EEG-channels and time-point markers with 280 cues 
are available. The five subjects are labeled aa, al, av, aw, and ay. 
The data set consists of 280 trials for each subject (140 for each 
class). Table 1 shows the number of training trials and test trials 
for all subjects. More details about the dataset can be found in 
the following website: http://www.bbci.de/competition/iii/ 

TABLE I.  THE NUMBER OF TRAINING AND TEST TRIALS FOR SUBJECTS 

Subjects Training Trials Test Trials 

“aa” 168 112 

“al” 224 56 

“av” 84 196 

“aw” 56 224 

“ay” 28 252 

 
In addition, feature vector 324×1 was used. As mentioned in 

the study [32]  the feature vector is derived from 49 channels. We 
decrease the number of channels to a maximum of 18 because 
we couldn't manage datasets with a larger number of channels.  
These 18 channels have been selected based on studies on useful 
channels in motor imagery. 

 

2) Preprocessing 
 The EEG segments which only account for part of the motor 

imagery were extracted from the database. For all 118 channels, 
however, further processing was not done, but on the following 
six channels: C3, Cz, C4, CP3, CPz and CP4. These six channels 
have been chosen because they contain the most discriminative 
knowledge about hands and feet motor imagery activities. The 
motor cortex on both the right and left sides affects EEG signals 
at C4 and Electrodes with a C3. Czis also influenced by the MI 
task of hand movement. [33]. We used the marker location for 
that reason, which indicated the beginning of 280 clues and the 
fact that each movement was 3 seconds long from 0.5 to 3.5. At 
the conclusion of this phase, we had 280 EEG segments (with 6 
channels) for each patient pertaining to two classes right hand 
and right foot.  

 

3) Butterworth Distribution 
One of the techniques used for a non-stationary signal 

analysis is to decompose a signal into a series of blocks that can 
extract the signal properties both in time and frequency . In 
consideration of information  mentioned, we developed our input 
network to take advantage of the data's time and frequency 
properties. Cohen’s class of distributions can be interpreted as 
the inverse Fourier transform (FT) of the product of the 
representation dependent kernel 𝜑(𝜀, 𝜏) with the Ambiguity 
Function (AF) 𝐴𝑥(𝜀, 𝜏) of a signal x(t). The Butterworth 

Distribution (BUD) is a member of Cohen’s class given in (1) 
with the kernel 𝜑𝐵𝑈𝐷(𝜀, 𝜏)  given in (2). 

 

𝐶𝑥(𝑡, 𝜔; 𝜑) =  
1

2𝜋
∬ 𝑒𝑗(𝜀𝑡−𝜏𝜔) 𝜑(𝜀, 𝜏)𝐴𝑥(𝜀, 𝜏)𝑑𝜏𝑑𝜀           () 

𝜑𝐵𝑈𝐷(𝜀, 𝜏) =
1

1+(
𝜀

𝜀𝑖
)2𝑁(

𝜏

𝜏𝑖
)2𝑀

                                                 () 

 

With positive order parameters N and M, and positive spectral 
and temporal scaling constants  𝜀1  and  𝜏1.  Note that 
𝜑𝐵𝑈𝐷(𝜀1, 𝜏1) =1/2 for any   𝜏1, 𝜀1, N, or M. 

Cohen’s class distribution with BUD kernel was applied on 
the time series for each 3 seconds long trial. The size of the 
extracted image for each of 280 trials was 301×301. For 3 
electrodes which are C4, Cz, and C3, this process was repeated. 
The findings were combined in a way that the  output was 
obtained as a 4D matrix 280×150×301×6 for each subject. 

 

B. Convolutional neural network (CNN) 

CNNs are multi-layer neural networks, with multiple 
convolutional-pooling layer pairs and a fully connected layer. 
Standard CNN is intended to identify shapes in images and is 
partly invariant to the shape position. Input image is convolved 
with several 2D filters. And in the pooling layers, it is 
subsampled to a smaller size. In order to reduce the classification 
error, network weights and filters in the convolution layer are 
learned through the Back Propagation (BP) algorithm[34]. We 
used a CNN that has 7 convolutional layers with 5 batch 
normalization layers and 3 max pooling layers. The proposed 
CNN structure is presented in figure 4. The input image is 
convolved with trainable filters on the convolution layer and 
generated via the output function f from a map of the output. The 
kth feature map is obtained at a given layer as: 

 

ℎ𝑖𝑗
𝑘 = 𝑓(𝑎) = 𝑓((𝑊𝑘 ∗ 𝑥)𝑖𝑗) + 𝑏𝑘                                       () 

 
The output function f is chosen as the rectified linear unit 
(ReLU) function. ReLU is approximated by the function shown 
as below [34]: 

𝑓(𝑥) = { 
𝑥, 𝑥 > 0
0, 𝑥 ≤ 0

 }                                                              () 

 
Where 𝑥 is the input image, 𝑊𝐾 is the weight matrix for filter k 
and 𝑏𝑘 is the bias value, for k = 1, 2, … 

Using back propagation algorithm [35], the CNN parameters 
are learnt. The labeled training set is fed to the network in this 
process and the error E is determined evaluating the difference 
between the network output and the desired output. The gradient 

http://www.bbci.de/competition/iii/
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descent method is then employed to minimize this error E by 
changing the network parameters as shown in equations (5), (6). 

𝑊𝐾 = 𝑊𝐾 − 𝜂
𝜕𝐸

𝜕𝑊𝐾                                                               () 

 

𝑏𝑘 = 𝑏𝑘 − 𝜂
𝜕𝐸

𝜕𝑏𝑘
                                                                      () 

 
Here 𝜂 denotes the learning rate of the algorithm, while  𝑊𝐾 

is the weight matrix for filter k and 𝑏𝑘 is the bias value as defined 
previously. Finally, the trained network shown in figure 4, is 
used for classification of the new samples in the test set. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.  Proposed CNN structure 

C. Stacked autoencoder (SAE) 

Autoencoder is a type of neural feed-forward network that 
can be used to reduce the dimension of the images. The input 
data is compressed into an unexpressed space representation and 
then reconstruct the output of this representation in These 
networks. In the output layer the number of neurons is equal to 
the number of neurons in the input layer. The training method 
for an autoencoder consists of two parts: encoder and decoder. 
The encoder is used to map the input data to hidden 
representation, and the decoder is used to recreate input data 
from hidden representation. The Stacked autoencoder (SAE) 
structure stacks n autoencoders into n hidden layers with an 
unsupervised layer wise learning algorithm and then fine-tuned 
with a supervised approach [36]. The SAE based approach can 
be broken down into three steps: 

• Train the first auto encoder by input data and get the 
feature vector that has been learned. 

• The previous layer's feature vector is used as the input to 
the next layer, and this process is repeated until the 
training is complete. 

• Backpropagation algorithm (BP) is used after all the 
hidden layers are trained to reduce the cost function and 
change the weights with the labeled training set to 
achieve finetuning. 

In this study, proposed model consists of one input layer, 3 
hidden layers, and one output layer. 

 

D. Proposed Combination of CNN and SAE 

The amplitude of the EEG signal being reported is very low. 
The signal is therefore extremely sensitive to external and 
internal noises . Another source of disturbance is artifacts such 
as eye blinking and muscle movement, which cause irrelevant 
effects which corrupt the desired brain pattern. Additionally, in 
some trials some subjects are unable to perform successful MI 
tasks. These problems allow the input data to differ slightly 
among trials. We are proposing a new deep structure, which 
includes a CNN followed by a SAE, to solve those problems. 
The proposed model found in figure 5. 

III. RESULTS AND EXPERIMENTS 

 First, we used the proposed re-presentation of the data 
which are listed in table II and then CNN models to analyze our 
datasets. Next step was using AE to detect two MI classes . The 
suggested approach is comparable to the state-of-the-art 
algorithms which were worked on in Motor Imagery based 
Brain-Computer Interface field. The Accuracy is used to 
evaluate the proposed method related to MI classification. 
However, the accuracy of the classification which is the key 
focus of this task, is based in this paper. The proposed model has 
been compared to LDA classifier used in study [37], Also 
Compared to some of the recorded results by Ryota Tomioka et 
al [32]. in addition, compared to some other approaches like 
CSP\AM-BA-SVM approach proposed in [38], combination of 
common spatial pattern algorithm with SVM classifier [39]. 
Some studies work on channel selection methods like [40]. In 
this study First pick the channels from the motor cortex region 
and then decompose EEG signals into many bands of real and 
imaginary coefficients using wavelet energy function. After that, 
the extracted features are tested by three popular machine 
learning methods such as LDA, SVM and K-Nearest Neighbor 
(KNN). Root Mean Square (RMS) with LS-SVM, SVM, LS and 
LDA classifiers [41] compared to our purposed method. A 
comparison is stated in Table III between the proposed method 
and earlier methods. According to Table III the method proposed 
is equivalent to the state-of-the-art methods.  

TABLE II.  DATASET DESCRIPTIONS 

Dataset Subjects  Num. 

Channels 

Features 

Competition III dataset IVa 5 6 (150,301) 

Competition III dataset IVa 5 18 (324) 
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IV. CONCLUSION 

A method for the field of Motor Imagery based BCI is described 

in this paper. A deep neural network and SAE is used in this 

approach to classify MI task. In detection of two classes right 

hand and right foot which is equivalent to state-of-the-art and 

other contemporary approaches, an accuracy of 82 per cent was 

achieved. First, the suggested approach was tested and it was 

discovered that this module may be superior to others.

 

Fig. 5. Proposed network CNN-SAE. Number of neurons in each layer is 

shown at the top of the layer and at the bottom is the form of each layer. 

TABLE III.  COMPARISON OF THE PROPOSED METHOD WITH OTHER 

TECHNIQUES  

Methods Accuracy 

(%) 

Wavelet + CSP, SVM [39] 75.55 

MAV +α-BP-PSD+ AR , LDA [37] 75 

CSP\SVM [38] 76.16 

spectral regularization [32] 81 

ICA , SVM [40] 76 

RMS , LDA/ LS[41] 78.77 

Proposed CNN-SAE 82 
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