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Abstract. The main problem when working with multivariate data sets is
how to find the multivariate distribution of data that maintains the principal
dependency between the variables. Based on the information we have, the

copula function guarantees the dependence on the result distribution function.
When there is no other basic information about the statistical structure, this
method alone does not meet the needs. For this purpose, we use the concept of
maximum entropy to deal with this problem. In this paper, we first consider

the distribution of data sets. Data is extracted from a production process
that simultaneously controls several different features of a product. Then we
obtained an elliptical control range through the maximum entropy applying
T 2-Hotelling statistic.

Keywords: Maximum entropy, Copula function, Spearman’s rho, Blest mea-
sure, Control chart, T 2-Hotelling statistic.

1. Introduction

Shannon entropy has been introduced first by [9] since 1948. Afterward, it is
used in many different fields. The maximum entropy principle has been presented
by [4] since 1957. Jaynes exerted Lagrange function according to some constraints
to find the distribution of maximum entropy. Such paper as [6], [11], and [5] have
studied more on the maximum entropy concept. After that, it used wieldy by au-
thors until recent years, and some of them can be mentioned as [1], [3], [12].
The maximum entropy principle is a good manner to find the unknown distribution
of a univariate data set, because it does not need any strong presumption about
distribution and work well with ill-posed conditions which are not required large
sample sizes. Although all benefits of the maximum entropy concept, it can be
difficult for some researchers to define some more constraints for multivariate data
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set to preserve the original dependency between different variables of multivariate
data, and a specialist needs to save it in the result distribution function. Some
papers like [2], [14], [8], [10], [13], and [7] have made a link between the maximum
entropy principle and copula function. Generally, by the aim of both concepts, we
can get a copula density function by a maximum copula entropy just by adding
some simple constraints according to intended dependency measures. So, the max-
imum copula function has the same dependency on the existing data. Finally, the
Sklar theorem helps easily to find out the multivariate distribution function whose
dependency is the same as the available data.
In this paper, we would like to peruse on manufacturing process data where there
are many processes with multivariate data set with unknown distributions which
are assumed normal distribution. This assumption is incorrect in general cases.
So, technical assistants need to know the distribution. In this regard, the main
point is to transfer the basic dependency to the result density function. Thus, we
are working on this issue to combine the maximum entropy principle and copula
function. As we mentioned before, the maximum entropy principle is applied to
find the empirical multivariate distribution and the copula function cares about
the dependency. Our predestinate data is bivariate and also dependence, so we
estimated its distribution by the maximum entropy principle for some simulated
dependency measures which are based on Spearman’s rho, Blest measures. In the
next step, we apply the T 2-Hotelling statistic which is common to use while dealing
with multivariate data set. Afterward, we compute the statistical quality control
for these kinds of data. These control limits are reliable because the dependency is
paid attention while calculating them.
The proceeds of this paper are: in section 2, first of all, we explain the proce-
dure of finding a bivariate maximum entropy distribution respect to some intended
constraints, then we clarify the way of obtaining the maximum copula entropy ac-
cording to corresponding constraints. In both of them, Shannon entropy is used. In
the process of acquiring the maximum copula entropy, we apply some dependence
measures to transfer the dependence of an available data set to the final maximum
copula function. In the following section, we exert the maximum copula entropy
to get the joint density function of the data set using the Sklar theorem, in section
3, we represent the T 2-Hotelling statistic and illustrate how to find the statistical
control limits for bivariate data set with its original dependency which save with
the maximum copula function in its joint density function, in section 4, we cal-
culate the coefficients of the maximum copula entropy for some instance values of
dependence measures whose surface plots are represented in some figures, then we
estimate the upper control limit for some different means, in section 5, we make a
conclusion and statements of the paper.

2. Joint distribution function via maximum copula entropy method

In this section, we would like to present a feasible method of finding multivariate
distribution. For simplicity of calculation and notation, we discuss the bivariate
data set. In this manner, we use the maximum entropy principle which has many
advantages like being unbias, suitable for small sample size, no need for strong
summation, etc. The maximum entropy concept is an applied way to find the un-
known distribution of a real data set. It gets a compatible distribution for available
information. There is the main question while working with a multivariate data
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set whose distribution is unknown that how it can be found the distribution with
the same original dependency between corresponding variables. Copula function
replies to the question as well. Here we suppose to mix these two major concepts
to estimate a fitted distribution. In the following, we describe how to find the
maximum copula entropy based on Shannon entropy. By the way, we will make a
density function based on the maximum copula entropy. [9] introduced Shannon
entropy as:

HS(h) =

∫ ∫
S(X,Y )

− log h(X,Y )dH(X,Y ),

which is Shannon entropy of random variables X and Y whose density and distribu-
tion function are h(X,Y ) andH(X,Y ) respectively and S(X,Y ) is the joint support
set. [4] has introduced the principle of maximum entropy. Then, [6] has extended
some constraints on this principle. To find the maximum entropy distribution, some
intended constraints are needed as well:{ ∫ ∫

S(X,Y )
dH(X,Y ) = 1,

E(gi(X,Y )) = mi(x, y), j = 1, . . . , k,

where mi(x, y)s for j = 1, . . . , k are some known moments which are calculated
based on available data set, gi(X,Y )s for j = 1, . . . , k are corresponding functions to
mis, k is the number of constraints on moments, and dH(X,Y ) is the full differential
of H(X,Y ). Then the maximum entropy distribution is gotten by applying the
lagrange function made of the Shannon entropy and its corresponding constraints
as well:

L(h, λ0, . . . , λr) = −
∫
S(X,Y )

log h(X,Y )dH(X,Y )− λ0{
∫
S(X,Y )

dH(X,Y )− 1}

− Σk
i=1λi{

∫
S(X,Y )

gi(X,Y )dH(X,Y )−mi(x, y)}.

Then the Lagrange function should be differentiated respect to h(.) and by using
the Kuhn-Tucker method the maximum entropy distribution is found out:

h(X,Y ) = exp(−λ0 − Σk
i=1λigi(X,Y )), (X,Y ) ∈ S(X,Y ).

Now, we are keen on representing how to find the maximum copula entropy via
entropy principle as well. First of all, the copula entropy based on the Shannon
definition is:

HS(c) =

∫ ∫
I2

−c(u, v) log c(u, v)dudv,

where

c(u, v) =
∂2C(u, v)

∂u∂v
.

The maximum copula entropy has to be found out based on some constraints which
ensure the result function to be copula. These essential constraints according to [2]
are: 

∫ ∫
I2 c(u, v)dudv = 1,∫ ∫
I2 u

rc(u, v)dudv = 1
r+1 ,∫ ∫

I2 v
rc(u, v)dudv = 1

r+1 ,

where r is the counter of constraints and the bigger choice of r, the more accurate
creature of the result function compared with copula functions. Here, we would
like to add some other equations based on some measures of dependence that they
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should be estimated while dealing with real data set to get a copula function which
has the same dependency as the available data set:

∫ ∫
I2 uv c(u, v)dudv = ρ+3

12 ,∫ ∫
I2 u

2v c(u, v)dudv = 2ρ−ν1+2
12 ,∫ ∫

I2 u
2v2 c(u, v)dudv =

η+ 1
5

6 ,

(2.1)

where ρ, ν1, and η are Spearman’s rho, Blest measure I and III respectively. It is
worth to mention that the value of (2.1) is Blest measure II. To find the maximum
copula entropy, we have to apply the Lagrange function and Kuhn-Tucker method
as well and the result function is:

c′(u, v) = exp (−1− λ0 − Σn
r=1λr(u

r + vr)

−λn+1uv − λn+2(u
2v + uv2)− λn+4u

2v2
)
, ∀u, v ∈ [0, 1].

The values of λs are gotten by applying c′(u, v) in the intended constraints and a
system of equations has to be solved. In practice, measures of dependence exerted
in the constraints have to be estimated, because the copula function is required in
their computations. In section 4, we are going to find some copula function under
some estimated dependence measures. By the way, after finding the copula density
functions related to the dependence measures, their joint density functions can be
obtained by this formula:

f ′
X,Y (x, y) = c′(u, v)f ′

X(x)f ′
Y (y), (2.2)

where f ′
X(·) and f ′

Y (·) are marginal functions gotten by the maximum entropy prin-
ciple based on Shannon definition. So, the joint density function of a dependence
data set is gotten via the maximum entropy and copula function. The maximum
entropy principle is applied, because it is the best choice when enough information
is not available, and it can help us to find a fitted distribution while there is not
sufficient information or the sample size is not large enough. The copula function
keeps the original dependency between variables of the data set as well. Thus, the
result of the joint density function is reasonable for our goal.

3. Elliptical control chart using T 2-Hotelling

In the previous section, we had some estimated dependence measures and based
on them, we got the unknown joint density function of a data set. Our goal is
to work on data sets obtained from a manufacturing process and we would like
to control the process by the time. To control a production process, we need the
statistical control limits [LCL,UCL]. These limits straightly depend on the joint
density function of the process which is usually unknown in practice. The purpose
is to use the density function (2.2) to compute the suitable control limits. For this
aim, we suppose to apply T 2-Hotelling statistic to deal with multivariate data set,
but to find the proper control limits, we need the joint density function represented
in (2.2) as well. First of all, we preset the T 2-Hotelling statistic for a random vector
X
∼

with mean vector µ
∼
and the matrix variance-covariance matrix Σ as:

T 2
Hotelling = (X

∼
− µ

∼
)′Σ−1(X

∼
− µ

∼
).
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In our case of study, we have:

X
∼

=

(
X
Y

)
,

µ
∼
=

(
µX

µY

)
,

Σ−1 =

[
a11 a12
a21 a22

]
where a12 = a21. It is obvious that T 2-Hotelling is a positive statistic and the
corresponding LCL is 0. So, we have to solve this equation to get the UCL:

P (T 2
Hotelling ⩽ UCL) = 1− α,

where α is the level of confidence. Then, we have:

1− α = P ((X
∼
− µ

∼
)′Σ−1(X

∼
− µ

∼
) ⩽ UCL)

= P (a11(X − µX)2 + a22(Y − µY )
2 + 2a12(X − µX)(Y − µY ) ⩽ UCL)

=

∫ ∫
{(x,y)|a11(X−µX)2+a22(Y−µY )2+2a12(X−µX)(Y−µY )⩽UCL}

f ′
X,Y (x, y)dx dy.

We need the value of UCL which satisfied the last equation. These control limits
are based on the dependency of two variables X and Y whose dependence reflects
on f ′

X,Y (·, ·). In the next section, we are going to use this method to find the
statistical control limits for a simulation study.

4. Practical example of a manufacturing process

In many studies consisting of numerical data, the main questions are how to find
out the distribution of the data set which can be univariate or multivariate, but
in almost all researches, the distribution of the existing data set is unknown and
should be estimated via a statistical method. The entropy concept is well known
and used in many different fields of study such as Mathematics, Physics, Computer
Science, Economics, etc. The maximum entropy principle is a statistical method to
find the best distribution dealing with inadequate information. Moreover, it acts
acceptable with small sample sizes as well. Some intended constraints are required
for maximum entropy method which is based on such available information as
moments. So, no strong assumptions are needed which is another benefit of this
method. While dealing with the univariate data set, it is easy to use the entropy
procedure, and we are not worried about the loss of dependency between variables.
An important question is how intended constraints have to be defined to keep the
original dependency between multivariate data set, or which kinds of constraints
guarantee the original dependency in the result distribution function. One way to
reply to these kinds of questions is by using the copula function. So we have to
find a copula function with the same dependency as the data set has. To do this,
we use the maximum entropy to get a copula function named the maximum copula
entropy. We define some constraints under some dependency measures of data.
Then, the result copula function has the same dependency on the available data
set. Just by using the Sklar theorem, the joint distribution of the data set can be
obtained with the same dependency.
In this paper, we introduced a feasible way to find out the distribution of an available
data set by applying the maximum copula entropy. Afterward, we get statistical



MULTIVARIATE STATISTICAL CONTROL LIMITS ACCORDING TO DEPENDENCIES 23

control limits by exerting the joint density function, so the control limits are based
on the original dependency between variables. Thus, the decision according to the
limits is reliable. In the following, we calculate some coefficients of c′(u, v) respect
to some value of dependence measures which are represented in Table 1 as well as
their corresponding surface plots in Figure 1. We use these copula functions to

Table 1. Coefficients of the maximum entropy

λs ρ =-0.4
ν1 = −0.5
η =0.2

ρ = −0.1
ν1 =-0.18
η =0.45

ρ =0
ν1 = 0
η =0.5

ρ =0.1
ν1 = 0.18
η =0.55

ρ = 0.4
ν1 = 0.5
η = 0.8

λ0 407.1356 30.132266 -3.1513221 -3.846356 -4.821063
λ1 -2177.948 -55.72411 7.6161238 8.759351 5.748566
λ2 4386.5280 296.108893 172.0824301 536.398532 2708.47968
λ3 -3672.824 -293.5333 -358.67218 -1043.037 -4764.8248
λ4 429.5542 149.434091 178.0929512 479.692338 2069.49012
λ5 973.9363 -7.548779 0.8739453 19.045948 20.27722
λ6 6847.6116 479.951059 -397.02907 -1137.668 -5447.5555
λ7 -6611.443 -441.8196 396.8804704 1104.0273384800.81162
λ8 6394.9248 407.919066 -396.68008 -1071.220 -4230.9714

Table 2. UCL with confidence level of 1−α for some means and
different measures of dependence whose copula coefficients are in
Table 1. The first type of error is approximating 0.05 respectively
to each case.

Groups µx = 2, µy = 1 µx = 3, µy = 5 µx = 7, µy = 6
Measure of dependence 1− α UCL 1− α UCL 1− α UCL
ρ =-0.4, ν1 =-0.5, η =0.2 0.950221 2.57147 0.95025 2.55468 0.950093 2.66865
ρ =-0.1, ν1 =-0.18, η =0.45 0.950009 6.65817 0.950427 2.55568 0.950271 6.76327
ρ =0, ν1 =0, η =0.5 0.950084 8.51353 0.950045 8.50172 0.950129 8.49472
ρ =0.1, ν1 =0.18, η =0.55 0.950169 8.6212 0.950074 8.59518 0.950285 8.60911
ρ =0.4, ν1 =0.5, η =0.8 0.950216 8.11819 0.950027 8.04674 0.950587 8.17985

get the joint density functions of some samples with different means. In Tables 2
and 3, there are three groups with µX = 2, 3, 7 and µY = 1, 5, 6. These means
are applied to find the marginal functions of X and Y . The marginal functions are
estimated via a univariate maximum entropy method.

5. conclusion

In manufacturing processes, several procedures release a multivariate data set.
They reflect the quality of some different product specifications. In the statistical
quality control, the main goal is to monitor such data, but their distribution is
unknown, so it is difficult to define fitting control limits to the process. In this paper,
we find a joint density function and then get suitable control limits. In this regard,
we apply T 2-Hotelling statistics which is used while dealing with multivariate data
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(a) ρ = −0.4, ν1 = −0.5, and η = 0.2 (b) ρ = −0.1, ν1 = −0.18, and η = 0.45

(c) ρ = 0, ν1 = 0, and η = 0.5 (d) ρ = 0.1, ν1 = 0.18, and η = 0.55

(e) ρ = 0.4, ν1 = 0.5, and η = 0.8

Figure 1. Surface plot of Copula density function for Table 1

to combine the information. It is common to estimate T 2-Hotelling distribution via
Fisher distribution when the data set has a normal distribution, but it is not true
in general. By the aim of this paper, we estimate T 2-Hotelling distribution through
the maximum copula entropy.
In the end, we add simulation study and find some copula function based on some
dependency measures such as Spearman’s rho and Blest. The goal is to get the
unknown distribution of a manufacturing process data that is multivariate and the
variables are dependence. Then, we would like to find statistical quality control
limits according to this distribution for all data, because in some quality control
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Table 3. UCL with confidence level of 1−α for some means and
different measures of dependence whose copula coefficients are in
Table 1. The first type of error is approximating 0.0027 respec-
tively to each case.

Groups µx = 2, µy = 1 µx = 3, µy = 5 µx = 7, µy = 6
Measure of dependence 1− α UCL 1− α UCL 1− α UCL
ρ = −0.4, ν1 = −0.5, η = 0.2 0.997322 3.75579 0.997381 3.65014 0.99734 3.72115
ρ = −0.1, ν1 = −0.18, η = 0.45 0.99732 19.3664 0.997448 3.64308 0.997444 30.9215
ρ = 0, ν1 = 0, η = 0.5 0.997357 34.8288 0.997477 36.5968 0.997323 34.7383
ρ = 0.1, ν1 = 0.18, η = 0.55 0.997441 35.8291 0.997513 34.6084 0.997447 34.6711
ρ = 0.4, ν1 = 0.5, η = 0.8 0.997354 33.6949 0.99731 34.2322 0.997385 34.1226

methods, the dependency of variables is not paid attention. The T 2-Hotelling
statistic is applied for this aim, and then statistical control limits are obtained
exerting the maximum copula entropy as well.
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