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We define a new operational matrix of fractional derivative in the Caputo type and apply a spectral method
to solve a two-dimensional fractional optimal control problem (2D-FOCP). To acquire this aim, first we
expand the state and control variables based on the fractional order of Bernstein functions. Then we
reduce the constraints of 2D-FOCP to a system of algebraic equations through the operational matrix.
Now, one can solve straightforward the problem and drive the approximate solution of state and control
variables. The convergence of the method in approximating the 2D-FOCP is proved. We demonstrate the
efficiency and superiority of the method by comparing the results obtained by the presented method with
the results of previous methods in some examples.
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1. Introduction

The use of fractional modeling for interpretation of various issues of science and engineering has
increased in the recent decade. The applications of fractional calculus can be studied in many
scientific studies based on mathematical modeling including physics (classical and quantum mechanics,
thermodynamics, etc.) (see, e.g., Cottone et al., 2009; Sapora et al., 2013; Machado, J.T., 2014; Sumelka,
2014; Bohannan & Knauber, 2015; Mondol et al., 2018; Estrada-Rodriguez et al., 2019), economics
(Wang et al., 2012), signal and image processing (Nigmatullin et al., 2015; Ullah et al., 2017) and
control theory (see Darehmiraki et al., 2016; Bahaa, 2017a; Bahaa, 2017b; Li et al., 2017; Bahaa, 2018;
Dadkhah et al., 2018; Rakhshan & Effati, 2018).

Fractional optimal control problems (FOCPs) have been investigated by many researchers due to
their applications over the simulation and they can be used for modeling real-world applications in
mathematics. A more common case of FOCPs is when the dynamical systems are governed by fractional
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2 A. KETABDARI ET AL.

partial differential equations. We can find broad fields to observe and study such problems, for example,
life sciences, populations biology, physiology, thermal systems and so on. Since compute an analytical
solution for such problems is very difficult or sometimes impossible, the approximate methods and
numerical techniques attract more attention for researchers and scientists.

Many numerical techniques are developed for solving one-dimensional FOCPs; for example,
Yousefi et al. (2011) used a Legendre multiwavelet collocation method and Ejlali & Hosseini (2017)
used the Pseudospectral method. So far, a few articles have been done to solve two-dimensional FOCPs
(2D-FOCPs). Özdemir et al. (2009) used eigenfunctions; Heydari & Avazzadeh (2018) solved this
problem by a computational method based on Legendre functions; and Nemati & Yousefi (2016) used
the Ritz method for solving 2D-FOCPs.

In this paper, an efficient method is considered for solving 2D-FOCPs, where the fractional
derivative is defined in Caputo sense. The general procedure for solving these systems based on
expanding the state and control functions in terms of fractional-order Bernstein functions. Using this
achievement, we expand the linear form of FOCP in terms of control points and subsequently convert
the 2D-FOCP to an algebraic system of equations. In this way, we construct a quadratic programming
problem subject to linear algebraic constraints corresponding to control problems normally viewed as
nonlinear, and now the whole wonderful paraphernalia of quadratic programming can be employed to
study them. To demonstrate the method, we consider the following 2D-FOCP:

minimize J (u, ν) =
∫ T

t0

∫ b

a
ζ (x, t, u(x, t), ν(x, t)) dxdt (1.1)

subject to

∂αu(x, t)

∂tα
= a2(x)

∂2u(x, t)

∂x2 + a1(x)
∂u(x, t)

∂x
+ a0(x)u(x, t) + λν(x, t), (1.2)

u(b, t) = h(t), (1.3)

u(x, 0) = u0(x), (1.4)

where x ∈ Ω = [a, b], t ∈ [t0, T] and λ ∈ R. The coefficients a0(x), a1(x) and a2(x) are given
continuous functions. Furthermore, ζ , h(·) and u0(·) are continuous functions in Ω × [t0, T], [t0, T]

and Ω , respectively. The fractional derivative
∂αu(x, t)

∂tα
is defined in the Caputo sense, where 0 <

α < 1. Now we are going to find the optimal pair (u∗, ν∗) that satisfies (1.2)–(1.4) and minimizes
the objective function J(u, v) in (1.1). We demonstrate precisely of finding approximate optimal pair in
further sections.

The rest of this paper is organized as follows: Section 2 introduces some essential properties of
fractional calculus and Bernstein functions. In Section 3, we define fractional-order Bernstein functions
and a novel operational matrix of Caputo derivatives. The main part of the paper is Section 4. In
this section, by expanding the state u(x, t) and control function ν(x, t), in terms of fractional-order of
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AN EFFICIENT APPROXIMATE METHOD FOR SOLVING TWO-DIMENSIONAL FRACTIONAL 3

Bernstein functions and employing of operational matrices, we convert the FOCP to a mathematical
optimization problem in terms of some unknown control points. In the fifth section, the existence and
uniqueness for the solution of problem (1.1)–(1.4) with the convergence of the proposed method are
proved. The efficiency and applicability of the proposed method are investigated through some test
examples in Section 6. Finally, the conclusion is presented in Section 7.

2. Preliminaries

In this section, we summarize some basic definitions and properties of Bernstein polynomials (BPs) and
approximation of functions by BPs, and then some definitions in fractional calculus are presented.

2.1. Some preliminaries in BPs

Definition 2.1 The BPs of degree n over the interval Ω = [a, b] are defined as follows:

Bn
i (x) =

(n
i

)
(b − a)n

(x − a)i(b − x)n−i,

for i = 0, 1, 2, . . . , n, where
(n

i

) = n!

i! (n − i)!
.

If one uses the binomial expansion of (b − x)n−i, then the BPs can be formulated by monomial basis
functions. Let

Tn(x) = [1 x x2 . . . xn]ᵀ, (2.1)

and

φn(x) = [
Bn

0(x) Bn
1(x) Bn

2(x) . . . Bn
n(x)

]ᵀ . (2.2)

Then for each x ∈ Ω = [a, b],

φn(x) = ψΩ
n Tn(x),

where ψΩ
n is the (n + 1) × (n + 1) matrix that can be expressed by

ψΩ
n = Ψ n+1An+1, (2.3)

where

Ψ n+1(i + 1, j + 1) =
⎧⎨
⎩

(−1)j−i

(b − a)j

(n
i

)(n−i
j−i

)
, i � j,

0, i > j,
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4 A. KETABDARI ET AL.

and

An+1(i + 1, j + 1) =
{(i

j

)
(−a)i−j, j � i,

0, j > i,

for i, j = 0, 1, . . . , n.

2.2. Function approximation

In this subsection, we approximate arbitrary real functions f (x) and f (x, t) in the interval Ω = [a, b] and
Ω̄ = Ω × [t0, T] by BPs, respectively.

Lemma 2.1 (Kreyszig, 1978) Suppose that H = L2[Ω] and that {Bn
0(x), Bn

1(x), Bn
2(x), . . . , Bn

n(x)} ⊂ H.
Define

Y = Span{Bn
0(x), Bn

1(x), Bn
2(x), . . . , Bn

n(x)}.

Then the finite-dimensional subspace Y of the complete space L2[Ω], is a complete basis for the Hilbert
space H.

Definition 2.2 Let X = (X, ‖ . ‖) be a normed space and let Y be a subspace of X. Given a point
x ∈ X, a point ȳ ∈ Y is called a best approximation to x out of Y if ȳ has the minimum distance from x.
The problem of determining such a point is called a best approximation problem.

Lemma 2.2 (Dehghan, Yousefi & Rashidi, 2013; Kreyszig, 1978) If f (x) ∈ L2[Ω] and Y =
Span{Bn

0(x), Bn
1(x), Bn

2(x), . . . , Bn
n(x)}, then the best approximation of order n to the function f (x) out

of Y is unique and is given by Pn(x), where

f (x) � Pn(x) = Cφn(x)

and

C = [
c0 c1 c2 . . . cn

]
(2.4)

is the vector of constant coefficients that recall its entries as control points.

The vector C, defined in (2.4), is completely dependent to f (x). In fact, C can be achieved by

C = 〈f (x), φn(x)〉Q−1
n , (2.5)

where

〈f (x), φn(x)〉 =
∫

Ω

f (x)φᵀ
n (x)dx

= [ 〈f (x), Bn
0(x)〉 〈f (x), Bn

1(x)〉 〈f (x), Bn
2(x)〉 . . . 〈f (x), Bn

n(x)〉
]

.
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AN EFFICIENT APPROXIMATE METHOD FOR SOLVING TWO-DIMENSIONAL FRACTIONAL 5

The entries of the (n + 1) × (n + 1) matrix Qn are defined as follows:

Qn = 〈φn(x), φn(x)〉 =
∫

Ω

φn(x)φ
ᵀ
n (x)dx =

∫
Ω

(ψΩ
n Tn(x))(ψ

Ω
n Tn(x))

ᵀ
dx

= ψΩ
n

∫
Ω

Tn(x)(Tn(x))
ᵀdx ψΩ

n
ᵀ = ψΩ

n GΩ ,nψ
Ω
n

ᵀ
(2.6)

and GΩ ,n is the (n + 1) × (n + 1) Hilbert matrix as follows:

GΩ ,n =

⎡
⎢⎢⎢⎢⎣

b − a b2−a2

2
b3−a3

3 · · · bn+1−an+1

n+1
b2−a2

2
b3−a3

3
b4−a4

4 · · · bn+2−an+2

n+2
...

...
...

. . .
...

bn+1−an+1

n+1
bn+2−an+2

n+2
bn+3−an+3

n+3 · · · b2n+1−a2n+1

2n+1

⎤
⎥⎥⎥⎥⎦ ,

where ψΩ
n is defined in (2.3).

Definition 2.3 For the product of two BPs of degree n, m ∈ N ∪ {0}, we define

n
i Bm

j (x, t) = Bn
i (x)B

m
j (t),

where t ∈ [t0, T] and x ∈ Ω = [a, b].

Lemma 2.3 The set

Y = Span
{ n

0Bm
0 (x, t), n

0Bm
1 (x, t), . . . , n

0Bm
m(x, t), n

1Bm
0 (x, t), n

1Bm
1 (x, t), . . . , n

nBm
m(x, t)

}
is a complete basis for the Hilbert space L2[Ω̄], where Ω̄ = Ω × [t0, T].

Proof. Since Y is a finite subset of L2[Ω̄], then it is complete. For more details, see
Kreyszig (1978). �
Lemma 2.4 (Kreyszig, 1978) If

Y = Span{ n
0Bm

0 (x, t), n
0Bm

1 (x, t), . . . , n
0Bm

m(x, t), n
1Bm

0 (x, t), n
1Bm

1 (x, t), . . . , n
nBm

m(x, t)}

and f (x, t) ∈ L2[Ω̄], then Pn,m(x, t) is the best approximation of f (x, t) out of Y, where

f (x, t) � Pn,m(x, t) =
n∑

i=0

m∑
j=0

fi,jB
n
i (x)B

m
j (t) = φT

n (x)Fφm(t),

in which F is the (n + 1) × (m + 1) matrix such that

F = Q−1
n 〈φn(x), 〈f (x, t), φm(t)〉〉Q−1

m

and Qn is defined in (2.6).
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6 A. KETABDARI ET AL.

2.3. Some preliminaries in fractional calculus

Definition 2.4 The Riemann–Liouville fractional integral of order α > 0 is defined as follows:

aIα
x

(
f (x)

) = 1

Γ (α)

∫ x

a
(x − τ)α−1f (τ )dτ , x > a,

where f (x) ∈ L1[a, b]. Also, Γ (α) = ∫ ∞
0 τ (α−1)eτ dτ is the well-known gamma function.

Definition 2.5 The Caputo fractional derivative of order α > 0 of the function f (x) ∈ Cn[a, b] is
defined as follows:

aDα
x f (x) = aIn−α

x Dnf (x) = 1

Γ (n − α)

∫ x

a
(x − τ)n−α−1f (n)(τ )dτ , x > a,

where n is a nonnegative integer number and n = [α] + 1. For α ∈ N, the Caputo derivative operator is
an usual derivative operator of integer order.

Corollary 2.1 For α > 0 and the constant C, the Caputo fractional derivative is zero. In other words,
DαC = 0.

Lemma 2.5 Let f (x) = xβ , x ∈ [a, b] and let β, α > 0, α /∈ N. Then

aDα
x xβ =⎧⎨

⎩
0, β ∈ N0, β < �α� or β /∈ N0, β � α�,
Γ (β + 1)

Γ (p)Γ (q)

(
B(p, q) − B( a

x ; p, q)
)

xβ−α , β ∈ N0, β � �α� or β /∈ N0, β > α�,

where the ceiling function �α� and the floor function α� indicate the smallest integer greater than or
equal to α and the largest integer less than or equal to α, respectively. Also, B(p, q) and B(x; p, q) are
a beta function and incomplete beta function, respectively. Moreover, N0 = N

⋃{0}, p = β − n + 1,
q = n − α and n = [α] + 1.

Proof. By using Definition 2.5, we have

aDα
x xβ = 1

Γ (n − α)

∫ x

a
(x − τ)n−α−1 (β(β − 1)(β − 2) · · · (β − n + 1)) τβ−ndτ

= 1

Γ (n − α)
× Γ (β + 1)

Γ (β − n + 1)

∫ x

a
(x − τ)n−α−1τβ−ndτ

= Γ (β + 1)

Γ (n − α)Γ (β − n + 1)
xβ−α−1

∫ x

a
(1 − τ

x
)n−α−1(

τ

x
)β−ndτ ,

where n = [α] + 1. Using the variable change τ
x = y, then we easily obtain

aDα
x xβ = Γ (β + 1)

Γ (n − α)Γ (β − n + 1)
xβ−α

[∫ 1

0
(1 − y)n−α−1yβ−ndy −

∫ a
x

0
(1 − y)n−α−1yβ−ndy

]
.
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AN EFFICIENT APPROXIMATE METHOD FOR SOLVING TWO-DIMENSIONAL FRACTIONAL 7

By considering p = β − n + 1, q = n − α, and also with respect to the definition of beta function and
incomplete beta function, the proof completes. �
Theorem 2.1 (Odibat & Shawagfeh, 2007) (Generalized Taylor’s formula) Let 0 < α ≤ 1 and let

aDkα
x f (x) ∈ C[a, b] for k = 0, 1, . . . , N + 1. Then one can generalize Taylor’s formula by Caputo

fractional derivatives as follows:

f (x) =
N∑

k=0

( aDkα
x f )(a)

Γ (kα + 1)
(x − a)kα + ( aD(N+1)α

x f )(η)

Γ ((N + 1)α + 1)
(x − a)(N+1)α ,

where a < η � x for allx ∈ (a, b]. If α = 1, then classical Taylor’s formula is obtained.

3. Fractional Bernstein functions and operational matrix of fractional order derivative

We need a suitable technique for solving fractional problem (1.1)–(1.4). To obtain this aim, we use
Bernstein functions of fractional order. Assume that β > 0. Then by using Definition 2.1, we establish
the fractional Bernstein function of order β as follows:

FβBn
i (x) =

(n
i

)
(b − a)n

(xβ − a)i(b − xβ)n−i, (3.1)

for i = 0, 1, 2, . . . , n.
Now, as an extension of vectors (2.1) and (2.2), we define

FβTn(x) = [1 xβ x2β . . . xnβ ]ᵀ, (3.2)

and

Fβφn(x) = [
FβBn

0(x) FβBn
1(x) FβBn

2(x) . . . FβBn
n(x)

]ᵀ
. (3.3)

Lemma 3.1 Let FβTn(x) and Fβφn(x) be defined as (3.2) and (3.3), respectively. Then for each x ∈ Ω ,
we have

Fβφn(x) = ψΩ
n FβTn(x), (3.4)

where ψΩ
n is the (n + 1) × (n + 1) matrix defined in (2.3).

Now, to compute Caputo fractional derivatives for an arbitrary function f (x), define a new
operational fractional derivative matrix of order α > 0 by using fractional BPs.

Theorem 3.1 Let Fβφn(x) be a vector of fractional Bernstein functions on Ω = [a, b] as (3.3) and let
β > 0. Then for each α > 0, we have

aDα
x Fβφn(x) = Dα,β

a Fβφn(x),
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8 A. KETABDARI ET AL.

while Dα,β
a = ψΩ

n Kα
nβHα , where Kα

nβ and Hα are (n + 1) × (n + 1) matrices, defined, respectively, as
follows:

Kα
nβ(i + 1, j + 1) =⎧⎨

⎩
Γ (iβ + 1)

Γ (pi)Γ (qi)

(
B(pi, qi) − B( a

x ; pi, qi)
)

, iβ ∈ N0, iβ � �α� or iβ /∈ N0, iβ > α�, i = j,

0, otherwise,

for i, j = 0, 1, . . . , n, pi = iβ − [α] and qi = [α] − α + 1, and

Hα = [
Hα(1), Hα(2), . . . , Hα(n + 1)

]
,

where Hα(i+1) = 〈xiβ−α , Fβφn(x)〉(Qβ
n )−1, i = 0, 1, . . . , n, and Qβ

n = 〈Fβφn(x), Fβφn(x)〉. The matrix

Dα,β
a is called the operational derivative matrix for the fractional Caputo derivative of order α.

Proof. To prove the theorem, we use (3.4) and some properties of the fractional Caputo derivative as
follows:

aDα
x Fβφn(x) = aDα

x (ψΩ
n FβTn(x)) = ψΩ

n aDα
x FβTn(x).

Now from (3.2), we obtain

aDα
x FβTn(x) = [

aDα
x 1 aDα

x xβ
aDα

x x2β . . . aDα
x xnβ

]ᵀ
,

while each element of the above vector can be found by Lemma 2.5 as follows:

aDα
x xiβ =⎧⎨

⎩
0, iβ ∈ N0, iβ < �α� or iβ /∈ N0, iβ � α�,
Γ (iβ + 1)

Γ (pi)Γ (qi)

(
B(pi, qi) − B( a

x ; pi, qi)
)

xiβ−α , iβ ∈ N0, iβ � �α� or iβ /∈ N0, iβ > α�,

for i = 1, 2, . . . , n, where pi = iβ − [α] and qi = [α] − α + 1. We define the diagonal matrix Kα
nβ as

Kα
nβ =

⎡
⎢⎢⎢⎢⎢⎣

aDα
x 1 0 0 . . . 0

0 aDα
x xβ 0 . . . 0

0 0 aDα
x x2β . . . 0

...
...

...
. . .

...
0 0 0 . . . aDα

x xnβ

⎤
⎥⎥⎥⎥⎥⎦ .

Let

xiβ−α =
n∑

h=0

ci
hFβBn

h(x) = CiF
βφn(x), (3.5)
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AN EFFICIENT APPROXIMATE METHOD FOR SOLVING TWO-DIMENSIONAL FRACTIONAL 9

where

Ci = [
ci

0 ci
1 ci

2 . . . ci
n

]
.

By employing the inner product of Fβφn(x) on both sides of (3.5) in the interval Ω = [a, b], we have

〈xiβ−α , Fβφn(x)〉 = Ci〈Fβφn(x), Fβφn(x)〉;

hence,

〈xiβ−α , Fβφn(x)〉 = CiQ
β
n ,

where Qβ
n = 〈Fβφn(x), Fβφn(x)〉. If one assumes Hα(i + 1) = Ci = 〈xiβ−α , Fβφn(x)〉(Qβ

n )−1, then the
theorem is proved. �
Remark 3.1 One can find Qβ

n in Theorem 3.1 as follows:

Qβ
n = 〈Fβφn(x), Fβφn(x)〉 =

∫ b

a
Fβφn(x)(F

βφn(x))
ᵀdx

=
∫ b

a
(ψΩ

n FβTn(x))(ψ
Ω
n FβTn(x))

ᵀ
dx

= ψΩ
n

∫ b

a
FβTn(x)(F

βTn(x))
ᵀ

dx (ψΩ
n )

ᵀ = ψΩ
n Gβ

Ω ,n(ψ
Ω
n )ᵀ, (3.6)

where Gβ
Ω ,n is the following symmetric matrix:

Gβ
Ω ,n =

⎡
⎢⎢⎢⎢⎢⎣

b − a bβ+1−aβ+1

β+1
b2β+1−a2β+1

2β+1 · · · bnβ+1−anβ+1

nβ+1
bβ+1−aβ+1

β+1
b2β+1−a2β+1

2β+1
b3β+1−a3β+1

3β+1 · · · b(n+1)β+1−a(n+1)β+1

(n+1)β+1
...

...
...

. . .
...

bnβ+1−anβ+1

nβ+1
b(n+1)β+1−a(n+1)β+1

(n+1)β+1
b(n+2)β+1−a(n+2)β+1

(n+2)β+1 · · · b2nβ+1−a2nβ+1

2nβ+1

⎤
⎥⎥⎥⎥⎥⎦ .

Remark 3.2 Suppose that f (x) ∈ Cm[a, b]; then for each k ∈ N, k � m, and k � n, there exists an
(n + 1) × (n + 1) matrix DΩ such that

f (k)(x) � P(k)
n (x) = C

(
DΩ

)k
φn(x),

where C is as (2.5) and DΩ = ψΩ
n ΛV , with

Λi+1,j+1 =
{

i, i = j + 1,

0 otherwise,
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10 A. KETABDARI ET AL.

for i = 0, . . . , n and j = 0, . . . , n − 1 and V can be expressed by

Vk = ψΩ
n,k

−1
, k = 1, 2, . . . , n,

where ψΩ
n,k

−1
is the kth row of ψΩ

n
−1

. For details, see Karimi et al. (2016).

4. Approximate analytical solution of fractional optimal control problems

In this section, we develop fractional Bernstein functions for solving the FOCP (1.1)–(1.4). To achieve
this goal, by approximating the optimal admissible pairs of control and trajectory by fractional Bernstein
functions, we convert the mentioned FOCP to a mathematical programming problem subject to algebraic
constraints. According to what discussed in the previous sections and considering FOCP (1.1)–(1.4), we
assume the following:

u(x, t) � φᵀ
n (x)UFβφm(t),

ν(x, t) � φᵀ
n (x)VFβφm(t),

u(b, t) � φᵀ
n (b)UFβφm(t), u(x, 0) � φᵀ

n (x)UFβφm(0),

h(t) � HFβφm(t), u0(x) � φn(x)
ᵀU0,

a0(x) � Aᵀ
0 φn(x), a1(x) � Aᵀ

1 φn(x), a2(x) � Aᵀ
2 φn(x). (4.1)

Hence,

∂αu(x, t)

∂tα
� ∂α

∂tα
φᵀ

n (x)UFβφm(t) = φᵀ
n (x)UDα,β

a Fβφm(t),

∂u(x, t)

∂x
� ∂

∂x
φᵀ

n (x)UFβφm(t) = φᵀ
n (x)DΩ

ᵀUFβφm(t),

∂2u(x, t)

∂x2 � φᵀ
n (x)D2

Ω

ᵀ
UFβφm(t).

Also, we can use the product operational matrices to find the following relations:

a0(x)u(x, t) � Aᵀ
0 φn(x)φ

ᵀ
n (x)UFβφm(t) � φᵀ

n (x)Ā0UFβφm(t),

a1(x)
∂u(x, t)

∂x
� Aᵀ

1 φn(x)φ
ᵀ
n (x)DΩ

ᵀUFβφm(t) � φᵀ
n (x)Ā1DΩ

ᵀUFβφm(t),

a2(x)
∂2u(x, t)

∂x2 � Aᵀ
2 φn(x)φ

ᵀ
n (x)D2

Ω

ᵀ
UFβφm(t) � φᵀ

n (x)Ā2D2
Ω

ᵀ
UFβφm(t), (4.2)

where {Ā0}n;n
i,j=0, {Ā1}n;n

i,j=0, {Ā2}n;n
i,j=0, H = [hj]

m
j=0 and U0 = [u0i]

n
i=0 are given. We need to mention that

since a0(x), a1(x), a2(x), h(t) and u0(x) in (1.2)–(1.4) are given, so Āi, i = 0, 1, 2, H and U0 are known.
It is clear that the vectors U = [ui,j]

n;m
i,j=0 and V = [vi,j]

n;m
i,j=0 are, respectively, control points vectors of
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AN EFFICIENT APPROXIMATE METHOD FOR SOLVING TWO-DIMENSIONAL FRACTIONAL 11

state and control functions that are needed to be found. By exerting (4.1) and (4.2) in (1.2)–(1.4), one
can easily find that

φᵀ
n (x)UDα,β

a Fβφm(t) = φᵀ
n (x)Ā2D2

Ω

ᵀ
UFβφm(t) + φᵀ

n (x)Ā1DΩ
ᵀUFβφm(t)

+ φᵀ
n (x)Ā0UFβφm(t) + λφᵀ

n (x)VFβφm(t),

or

φᵀ
n (x)UDα,β

a Fβφm(t) − φᵀ
n (x)

(
Ā2D2

Ω

ᵀ
U + Ā1DΩ

ᵀU + Ā0U + λV
)

Fβφm(t) = 0.

Hence, we obtain

φᵀ
n (x)

(
UDα,β

a − SU − λV
)

Fβφm(t) = 0, (4.3)

where Dα,β
a = [di,j]

m;m
i,j=0 is defined in Theorem 3.1 and S = [si,j]

n;n
i,j=0 is defined as follows:

= Ā2D2
Ω

ᵀ + Ā1DΩ
ᵀ + Ā0.

Similarly, for initial and boundary conditions, we find the following relations:

φᵀ
n (b)UFβφm(t) = HFβφm(t), (4.4)

φᵀ
n (x)UFβφm(0) = φn(x)

ᵀU0. (4.5)

For the cost functional J (u, ν) in (1.1), we have

J (u(x, t), ν(x, t)) � J (U, V) =
∫ T

t0

∫ b

a
ζ

(
x, t, φᵀ

n (x)UFβφm(t), φᵀ
n (x)VFβφm(t)

)
dxdt. (4.6)

Now the optimal control problem (1.2)–(1.4) with cost functional (1.1) can be approximated by the
following optimization problem:

minimize J (U, V)

s.t.

constraints (4.3) − (4.5)

x ∈ [a, b] and t ∈ [t0, T] (4.7)
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12 A. KETABDARI ET AL.

Now, by choosing r × s nodes as tl’s (l = 0, . . . , r) and xp’s (p = 0, . . . , s) on [t0, T] and [a, b],
respectively, the constraints (4.3)–(4.5) convert into an algebraic system as follows:

n∑
i=0

m∑
j=0

(
m∑

k=0

ui,kdk,j −
n∑

k=0

si,kuk,j − λvi,j

)
Bn

i (xp)F
βBm

j (tl) = 0, l = 0, . . . , r, p = 0, . . . , s,

n∑
i=0

m∑
j=0

ui,jB
n
i (b)FβBn

j (tl) =
m∑

j=0

hjF
βBm

j (tl), l = 0, . . . , r,

n∑
i=0

m∑
j=0

ui,jB
n
i (xp)F

βBn
j (0) =

n∑
i=0

u0iB
n
i (xp), p = 0, . . . , s. (4.8)

These unknown control points [ui,j]
n;m
i,j=0 and [vi,j]

n;m
i,j=0 can be obtained by solving of quadratic

programming problems (4.7)–(4.8). Then one can find the approximate values of vectors U and V as
follows:

U =
[
ui,j

]n;m

i,j=0
and V =

[
vi,j

]n;m

i,j=0
.

By substituting U and V in what follows, that is,

u(x, t) � φᵀ
n (x)UFβφm(t)

and

ν(x, t) � φᵀ
n (x)VFβφm(t),

the approximate state and control functions will be obtained.

5. Convergence analysis

In this section, we prove the convergence of the approximate solution for the fractional differential
equation (1.2)–(1.4). First we provide an error bound for this approximation.

Theorem 5.1 Let u(x, t) : Ω̄ −→ R be the solution of the fractional partial differential equations (1.2)–
(1.4), where Ω̄ = [t0, T] × Ω , and assume aDk1α

x u(x, t), t0 Dk2α
t u(x, t) ∈ C(Ω), for k1 = 0, 1, . . . , m

and k2 = 0, 1, . . . , n, where α ∈ [0, 1]. Define

Y = Span
{ n

0Bm
0 (x, t), n

0Bm
1 (x, t), . . . , n

0Bm
m(x, t), n

1Bm
0 (x, t), n

1Bm
1 (x, t), . . . , n

nBm
m(x, t)

}
.

If φ
ᵀ
n (x)UFβφm(t) is the best approximation of u(x, t) out of Y, then the error bound is as follows:

‖ u(x, t) − φᵀ
n (x)UFβφm(t) ‖� M

Γ ((N + 1)α + 1)
, (5.1)

D
ow

nloaded from
 https://academ

ic.oup.com
/im

am
ci/advance-article/doi/10.1093/im

am
ci/dnaa037/6032264 by guest on 15 D

ecem
ber 2020



AN EFFICIENT APPROXIMATE METHOD FOR SOLVING TWO-DIMENSIONAL FRACTIONAL 13

where

M = max
0<η�ξ�1

| 0D(N+1)α
ξ u(a + η(b − a), t0 + η(T − t0)) |,

and N = n + m.

Proof. We define a new function f (ξ) : [0, 1] −→ R and use generalized Taylor’s formula with
multivariable, see Cheng (2018). To obtain this aim, let f (ξ) = u(a + ξ(b − a), t0 + ξ(T − t0)) = u(x, t),
where ξ ∈ [0, 1], x = a + ξ(b − a) and t = t0 + ξ(T − t0). We consider

f (ξ) = u(x, t) = Pn,m(x, t) +
(

0D(N+1)α
ξ f

)
(η)

Γ ((N + 1)α + 1)
(ξ − 0)(N+1)α ,

where

Pn,m(x, t) =
N∑

k=0

(
0Dkα

ξ f
)
(0)

Γ (kα + 1)
(ξ − 0)kα

and 0 < η ≤ ξ . Hence, we have

| f (ξ) − Pn,m(x, t) |=|
(

0D(N+1)α
ξ f

)
(η)

Γ ((N + 1)α + 1)
(ξ − 0)(N+1)α | .

Since φ
ᵀ
n (x)UFβφm(t) is the best approximation of f , we have

‖ f (ξ) − φᵀ
n (x)UFβφm(t) ‖�‖ f (ξ) − Pn,m(x, t) ‖ .

In other words,

‖ u(x, t) − φᵀ
n (x)UFβφm(t) ‖�| ( 0D(N+1)α

ξ f )(η)

Γ ((N + 1)α + 1)
(ξ − 0)(N+1)α | .

Define M as

M = max
0<η�ξ�1

| 0D(N+1)α
ξ f (η) |= max

0<η�ξ�1
| 0D(N+1)α

ξ u(a + η(b − a), t0 + η(T − t0)) |,

also we know that (ξ − 0)(N+1)α ≤ 1. This expression implies

‖ u(x, t) − φᵀ
n (x)UFβφm(t) ‖� M

Γ ((N + 1)α + 1)
.

�
Corollary 5.1 The approximation solution φ

ᵀ
n (x)UFβφm(t) converges to the analytical solution

u(x, t) if the degrees of Bernstein approximation polynomial n
i Bm

j (x, t), i = 0, 1, . . . , n. j = 0, 1, . . . , m
tends to infinity.
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14 A. KETABDARI ET AL.

Proof. As can be seen from (5.1), when N tends to infinity, the approximation solution tends to the
analytical solution. �

6. Numerical examples

In this section, to validate the accuracy of the presented method, two examples are considered. These
test examples are solved by using the powerful MATLAB R2018b software on an Intel Core i5-4200U.

6.1. Example 1

Consider the following optimal control problem (see Rostamy et al., 2013):

minimize J (u, ν) =
∫ 1

0
| ν(t) |2 dt + η

∫ 1

0
‖ u(x, 1) − ud(x) ‖2 dx

subject to

∂αu(x, t)

∂tα
= ∂2u(x, t)

∂x2 + u(x, t),

u(0, t) = ν(t),

u(1, t) = 1 + sin(1) +
∞∑

k=1

tkα

Γ (kα + 1)
,

u(x, 0) = 1 + sin(x),

where the function ‖ · ‖ indicates the Euclidean norm and η is a big number for penalty in the cost
function. We are going to find the admissible control function ν(·) such that the solution of the above
partial differential equation corresponding to the given boundary conditions satisfies the following
terminal condition:

u(x, 1) = ud(x), Lebesgue. a.e. for x ∈ [0, 1]

where

ud(x) = 1 + sin(x) +
∞∑

k=1

1

Γ (kα + 1)

and 0 < α < 1. We solve this problem by different degrees of the BPs and fractional order of BPs to
compare the results. In this example, without loss of generality, we assume m = n. The absolute error
of the exact solution and approximate solution as shown in (6.1), for some degrees of BPs and FBPs
are given in Table 1. As one can see in Table 1, when we use high-order degree polynomials, FBPs give
more accurate results than the BPs. We divide the interval [t0, T] into two subintervals [t0, t0+T

2 ] and

[ t0+T
2 , T] and used BPs and FBPs in each subinterval. A significant reduction occurs in the absolute

error as shown in Table 2.
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Table 1 The absolute value of error for α = 0.9 in Example 1

Degree of Bezier polynomial (n) 3 4 5 8

Absolute error (en) when β = 1 8.50 × 10−3 6.51 × 10−5 2.91 × 10−5 3.85 × 10−6

Absolute error (en) when β = 0.9 9.70 × 10−3 1.44 × 10−4 1.75 × 10−6 3.45 × 10−8

Table 2 The absolute value of error for α = 0.9 when use two subintervals in Example 1

Degree of Bezier polynomial (n) 3 4 5 8

Absolute error (en) when β = 1 6.90 × 10−3 3.50 × 10−5 7.91 × 10−7 3.96 × 10−11

Absolute error (en) when β = 0.9 2.00 × 10−3 3.50 × 10−5 7.91 × 10−7 3.96 × 10−11

Fig. 1. Approximated graphs of ν(t) when n = 5, m = 5, β = 1.

Recall that the absolute error is defined as follows:

en = max
x∈[0,1]

| u(x, 1) − ū(x, 1) |, (6.1)

where ū(x, 1) indicates the approximate solution of the equation at the final time t = 1 and
u(x, 1) = ud(x) is the tracking function.

Figure 1 shows the approximated graphs of the control function for α = 0.7, 0.8, 0.9, 0.95, 0.99 in
Example 1.

6.2. Example 2

For 0 < α � 1, consider the following 2D-FOCP:

minimize J (u, ν) =
∫ 1

0

∫ 1

0

x

2

(
u2(x, t) + ν2(x, t)

)
dxdt

subject to

∂αu(x, t)

∂tα
= ∂2u(x, t)

∂x2 + 1

x

∂u(x, t)

∂x
+ ν(x, t),
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16 A. KETABDARI ET AL.

Table 3 Comparison of the cost function J∗ for α = 1 and β = 1 in Example 2

Degree of Bezier m=1 m=2 m=2 m=2 m=3 m=3 m=3
polynomial n, m n=4 n=4 n=6 n=7 n=7 n=9 n=10

Ritz method (Mamehrashi &
Yousefi, 2017)

8.1044E − 02 2.8790E − 02 1.8283E − 02 1.6484E − 02 1.3027E − 02 1.0405E − 02 7.5690E − 03

GLJGR collocation method
(Parand et al., 2019)

1.5864E − 02 1.4089E − 02 1.3968E − 02 1.4015E − 02 4.7307E − 03 4.7063E − 03 4.6844E − 03

Presented method 4.0533E − 03 6.0884E − 04 2.7040E − 04 2.3363E − 04 6.2131E − 05 4.2927E − 05 3.9231E − 05

Table 4 Comparison of the cost function J∗ for α = 0.75 and β = 0.75 in Example 2

Degree of Bezier m=1 m=2 m=2 m=3 m=4 m=6
polynomial n, m n=1 n=1 n=2 n=4 n=5 n=7

Ritz method (Nemati
& Yousefi, 2016)

2.6721E − 01 2.5905E − 01 1.1485E − 01 3.7741E − 02 2.5988E − 02 1.5340E − 02

Presented method 6.7533E − 01 1.3967E − 01 5.1643E − 02 2.1416E − 03 1.1821E − 03 4.9500E − 04

with boundary conditions

u(x, 0) = 1 − x2,

u(1, t) = 0.

This example has been solved by different methods in some papers. For α = 1, Mamehrashi &
Yousefi, 2017 used the Ritz method based upon the Legendre polynomial basis, and also Parand et al.,
2019 used the generalized Lagrangian Jacobi–Gauss–Radau collocation method. Here, we solve this
example by the presented method and compare our results with the obtained results in the mentioned
papers. As one can see, the cost function J∗ acquired by the presented method is improved as shown in
Table 3. Also we compare the results obtained by the Ritz method in Nemati & Yousefi (2016) with our
obtained results for α = 0.75 in Table 4.

Figure 2 shows the approximated graphs of state and control.

7. Conclusion

The aim of this paper was to determine a novel operational matrix to solve 2D-FOCPs. This study
showed that the trajectories and control functions are expanded by fractional-order Bernstein functions
with unknown control points. The operational matrix of fractional order derivative together with the
collocation method are utilized to approximate the analytical solution of these kind of problems. The
superior ability of this method is that it can introduce an operational matrix in an arbitrary range of
real numbers without changing them into [0, 1]. The convergence of the method was proved. Also, two
examples were expressed to show the validity and efficiently of this method.
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Fig. 2. Approximated graphs of state and control functions in α = 0.75 and β = 0.75 for Example 2.
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