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Abstract— Nowadays, Avionics Full Duplex Switched Ethernet 

(AFDX), as a safety-critical communication protocol, is employed 

in modern aircrafts, such as the Boeing B787 and Airbus A380. 

This protocol has been equipped with a variety of fault tolerance 

techniques. However, some of these techniques (e.g., a protecting 

technique from the babbling-idiot failure) may result in some 

consequences such as packet loss. AFDX is a real-time 

communication protocol and therefore, if a packet arrives after its 

deadline, the packet will be discarded in the receiver node. In this 

paper, a traffic policing algorithm and a scheduling algorithm are 

proposed to resolve the mentioned issues. To evaluate the proposed 

technique, the primary and the improved AFDX networks have 

been simulated with OPNET simulator. The simulation results 

have been seen that the number of lost packets, due to deadline 

miss, is decreased about 10%. Furthermore, the number of 

discarded packets due to the traffic policing algorithm has been 

improved up to 100%. 
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I. INTRODUCTION 

A failure in a safety-critical system results in loss of human 

lives, significant property damages, or cause extensive 

environmental damages. Therefore, fault tolerance becomes an 

important requirement to prevent system failures. A typical 

example of these systems is avionics systems which are 

employed in the aviation industry, such as aircraft [1]. The 

avionics system is designed as a distributed system which 

consists of subsystems, such as navigation, monitoring, aircraft 

flight control systems, collision-avoidance systems, weather 

systems, and aircraft management systems.  

Until the 1990s, the avionics distributed systems were analog 

with point-to-point connections [2]. With the development of 

digital technology, analog systems were replaced with digital 

systems. Therefore, the exchange of data between them was 

possible through a communication network [3]. Recently, 

AFDX is the most commonly implemented protocol on long-

haul, wide-body, and large passenger airliners such as the 

Boeing B787 and Airbus A380 [4].  

In distributed systems, the communication network is a 

single point of failure [5]. Any failure in the network will cause 

one or more packets to fail to reach their destinations which is 

known as a packet loss [6]. Packets are the fundamental unit of 

information transport in all networks. In case of packet loss, 

even if the connected subsystems work correctly, they cannot 

communicate with each other, and the system will fail. Various 

factors that may result in packet loss are as follows [6,7]: 

 Change of the values of the routing table 

 Missing the Packet deadline 

 Change of  the packet content  

 Not enough buffer storage on a switch in the packet 

transmission path 

 Hardware failure  

 Network congestion  

In the last factor, a system does not allow other systems to 

send their packets (due to resource constraints) by creating 

multiple copies or sequentially sending a packet. This type of 

failure is known as a Babbling-idiot failure [8]. 

AFDX is a safety-critical avionics network protocol which is 

equipped with fault tolerance techniques to guarantee correct 

communications among avionics systems. For example, a 

traffic policing unit is employed in switches to protect the 

network from the babbling-idiot failure [9]. To achieve this 

goal, the concept of a virtual link is introduced in the AFDX 

protocol, and a specified bandwidth is assigned to any virtual 

link. This bandwidth is determined by two parameters, i.e., 

Bandwidth Allocation Gap (BAG) and largest length of VL 

frames (LMAX). Each received packet is policed with the 

bandwidth assigned to the virtual link. Packets that do not adjust 

to this bandwidth are discarded.  

With the mentioned policy, if a system should send packets 

which need more bandwidth than the determined value, these 

packets are discarded, even if they are critical. To resolve the 

mentioned issue, the traffic policing algorithm presented in [8] 

does not pay attention to the virtual link bandwidth for sending 

critical packets, therefore the critical packets are not discarded. 

However, in the proposed traffic policing algorithm, a system 

can cause babbling-idiot failure by creating multiple copies or 

sequentially sending a packet. Therefore, the mentioned traffic 

policing algorithm needs to be modified such that if there is not 

enough virtual link bandwidth for valid critical packets, 

these packets are not discarded as far as possible.  

Furthermore, AFDX is a real-time communication protocol. 

In the real-time networks, if the packet’s deadline is expired, 

the packet will be discarded by the receiver node, which results 
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in a packet loss. In these networks, a scheduler plays an 

important role to reduce the number of discarded packets due to 

deadline misses. To deliver packets before their deadline, the 

deadline should be considered as a main parameter in the 

scheduling algorithm. 

In this paper, a traffic policing algorithm and a scheduling 

algorithm are proposed to reduce the number of discarded 

critical packets. In the proposed traffic policing algorithm, for 

each physical link, the remaining bandwidth is calculated. This 

bandwidth is the difference between the general bandwidth of 

physical link and the total bandwidth of virtual links that is 

carried by the physical link. However, if the remaining 

bandwidth does not exist for a physical link, the unused 

bandwidth of other virtual links which are carried by that 

physical link can be used. 

Moreover, a scheduling algorithm is proposed to reduce the 

number of discarded packets due to a deadline miss. This 

algorithm initially sends packets with high priority and earliest 

deadline. In the result, the destination will discard less critical 

packets due to deadline miss. 

The paper is structured as follows: In Section II, the main 

properties of AFDX protocol are described. Section III reviews 

common failures and the fault tolerance techniques for AFDX, 

as a switch-based network. The proposed traffic policing and 

scheduling algorithms are explained in Section IV. In 

Section V, the simulation results are presented and finally, 

Section VI concludes the paper. 

II. OVERVIEW OF THE AFDX PROTOCOL 

Avionics Full Duplex Switched Ethernet (AFDX) is based on 

Ethernet protocol. The main characteristics of AFDX are full-

duplex, redundancy, deterministic, and high-speed performance 

[15]. The AFDX protocol meets the requirement of reliability 

for avionics systems by having a duplicated network, and this 

means that each packet is sent through two networks [7]. The 

AFDX network consists of End Systems (ES), Virtual Links 

(VLs), and switches, which will be reviewed. 

A. End system 

It comprises two parts: the transmitting and the receiving ES. 

The transmitting ES is responsible for sending frames from the 

system to the duplicated network, and consists of the following 

main functions: 

 A regulator is responsible for controlling the time 

interval between two frames. 

 Virtual Link Scheduler multiplexes received frames 

from regulators and specify the order of sending frames.  

 In Redundancy Management (RM), to specify the order 

of the frames, the Sequence Number (SN) field is added 

to the frame. After adding SN, the frame is duplicated 

and sent to the MAC interface. 

The receiving ES is responsible for receiving frames from the 

duplicated network and consists of the following main 

functions: 

 Integrity Checking (IC) detects and eliminates frames 

with an invalid SN. 

 Redundancy Management (RM) or Redundancy Check 

(RC) in the receiver node evaluates two frame sequences 

delivered by IC. Then, this unit forwards one of two 

frame copies to the destination. 

B. Virtual Link 

Each AFDX ES is connected to the switch via a physical link. 

However, it is possible to define many logical communication 

links, called Virtual Links (VL). Packets are routed from the 

specified path for each virtual link. The virtual links and 

the traffic policing unit in the AFDX network guarantee 

deterministic behavior. The bandwidth for each virtual link is 

specified by two parameters: BAG and LMAX [7]. The 

Bandwidth Allocation Gap (BAG) is the time interval between 

two consecutive frames (packets). The BAG value must be in 

the range 1ms to 128ms, and this value must be a power of 2 

(according to the standards). The LMAX is the largest frame that 

can be transmitted on the virtual link. 

C. Switch 

An AFDX switch implements filtering and policing 

functions to ensure that only valid incoming frames are 

forwarded to the right physical ports. The switch is responsible 

for routing frames to output ports based on a static 

configuration table [16]. 

III. RELATED WORK 

The AFDX protocol is equipped with a variety of fault 

tolerance techniques to protect the protocol against failures, 

such as hardware failure, packet failure, deadline miss and 

babbling-idiot failure.  

Hardware failure is one of the common failures in the 

network. According to Fig. 1, the AFDX network consists of 

two identical networks, and each ES connects to these networks 

[7]. 

 
Fig. 1. The redundant networks [7] 

A packet failure includes any change in the packet content or 

the packet size due to any noise [17]. Cyclic Redundancy Check 

(CRC) technique is a method for detecting a packet failure. In 

the AFDX protocol, two identical packets sent through its two 

identical networks [7]. With this strategy, the probability of a 

simultaneous failure in the both packets is very low. 

In real-time networks, the packets are discarded if they are 

received later than their deadlines, therefore the scheduling of 

packets is important. Several different scheduling algorithms 

have been proposed by [10-14].  
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 First-In-First-Out (FIFO) scheduling policy the packets 

are transmitted in order their arrival time in the queue 

[10]. 

 The shortest frame earliest scheduling algorithm [11], 

firstly, sends the short packets to reduce their delay time. 

 The Static Priority (SP) scheduling algorithm [12] 

classifies all data flows according to their priorities and 

sends the packets with highest priority, firstly. 

 In the Round Robin (RR) scheduling algorithm [14] all 

packets are selected respectively. 

 In the jitter Earliest-Due-Date (jitter-EDD) scheduling 

algorithm, the packets are sent before a specific period 

of their deadline [13].  

The babbling-idiot failure means that a system creates 

multiple copies or sequentially sends a packet. Therefore, the 

other systems are not allowed to send their packets [8]. In the 

AFDX protocol, the traffic policing unit in each switch is 

applied to protect the network from this failure [9]. The traffic 

policing unit checks the VL bandwidth for each packet that 

arrives. If the bandwidth is not enough to send the packet, the 

switch will discard that packet [8]. However, a system may 

have to send critical packets that need more bandwidth than the 

determined value for a virtual link. Therefore, these packets 

should not be discarded. The traffic policing algorithm 

presented in [8] reduces the number of critical packets that are 

discarded in this unit. In this algorithm, two queues are used for 

critical and non-critical packets and the VL bandwidth is not 

checked to send the critical packets. However, a system may 

send multiple copies of a critical packet, and this issue may 

cause the babbling-idiot failure. Therefore, the mentioned 

traffic policing algorithm needs to be modified to consider the 

VL bandwidth for critical and non-critical packets and also 

reduces the number of critical packets which are discarded. 

Based on the mentioned studies, there are many techniques 

for prevention of packet loss. The motivation of this paper is to 

propose a technique to reduce the number of discarded packets 

due to the babbling-idiot failure and the deadline miss. In this 

technique, a scheduler algorithm is proposed that sends the 

packets with an earliest deadline. In addition, an algorithm for 

the traffic policing unit in the AFDX switch is presented. In this 

algorithm, if there is not enough the VL bandwidth, unused 

bandwidth is checked and it will be employed.  

IV. PROPOSED TECHNIQUE 

To prevent discarding packets in the AFDX network, it is 

necessary to express some assumptions as follows: 

1) Each packet has a specific priority (two levels: 0 and 1) and 

a deadline (the sum of the arrival time and the network delay) 

[18, 19].  

2) The goal is to reduce the packet loss ratio for critical traffics. 

The critical packets have the priority equal to “1” and they also 

have the earliest deadline compared to deadlines of the other 

packets. 

To reduce the number of discarded packets, a two-step 

technique is proposed, as follows: 

Step (1): The scheduling algorithm should check the priority 

and the deadline of each packet. If the packet is critical, it 
should be sent, before the other packets. Therefore, the number 

of discarded critical packets due to deadline miss is reduced. 

This scheduler has four queues that the packets are inserted into 

one of the four existing queues, based on their critical degree. 

For example, the critical packets are placed in queue 0. In 

Algorithm 1, a pseudo-code is presented for this scheduling 

algorithm.  

Algorithm 1: The proposed scheduling algorithm with the 

priority and the deadline 

Input:  

Deadline_ Indicator: Based on this value, one of four queues 

is selected (initially, this value is set to 0),  
Deadline: The deadline for an arrived packet, 

Priority: The priority of an arrived packet. 

1  If a packet arrives: 

2  If  Priority = 1 Then  

3   
    If  Deadline_ Indicator = 0 or Deadline <= Deadline_ 
Indicator Then      

4          The packet is inserted in the subqueue0; 

5           Deadline_ Indicator = Deadline; 

6       Else if Deadline > Deadline_ Indicator Then   

7    The packet is inserted in the subqueue1; 

8  If  Priority = 0 Then 

9  
    If  Deadline_ Indicator = 0 or Deadline <= Deadline_ 

Indicator Then      

10          The packet is inserted in the subqueue2; 

11           Deadline_ Indicator = Deadline; 

12       Else if Deadline > Deadline_ Indicator Then   

13            The packet is inserted in the subqueue3; 

14  
The queued packets are sent in the order sub-queue with indexes 

of 0, 1, 2 and 3. 

15  End 

Step (2): The traffic policing unit in the AFDX switch, 

checks the VL bandwidth for each arrived packet. If a packet 

does not adjust to its VL bandwidth, the traffic policing unit will 

discard it. Therefore, a new traffic policing algorithm should be 

employed to reduce the number of discard critical packets. In 

the proposed algorithm, if there is not enough the VL bandwidth 

for new packets, the remaining bandwidth should be checked. 

If the remaining bandwidth is enough, packets are accepted by 

the traffic policing unit. This bandwidth is calculated using 

Equation 1. In this equation, “Bandwidth” is the bandwidth of 

a specified physical link, and “BandwidthVLi” is the bandwidth 

of the virtual link (i) that is defined in this physical link.  

(1) RemainingBandwidth =  Bandwidth  − ∑ BandwidthVLi  
n
i=1  

The remaining bandwidth for a specified physical link can be 

used by all virtual links that defined in this physical link. 

However, if the remaining bandwidth does not exist for a 

physical link, the unused bandwidth of other virtual links, 

which are defined in that physical link, can be used. In this case, 

each virtual link is not limited by its bandwidth. For this 

purpose, the switch should have a table to specify the input port 

of each VL. 
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In Algorithm 2 a pseudo-code is presented for the proposed 

traffic policing algorithm. This pseudo-code is written for a 

specific physical link. 

Algorithm 2: The proposed traffic policing algorithm 

Input:  

Bandwidth: The bandwidth for a specific virtual link, 

Bandwidth_ general: The bandwidth for a specific physical link,  

Time: The start time of simulation is placed in this variable, then 

this variable is updated every one-time unit,  

Simulation_ time: The simulation time when a packet arrives, 

Packet_ size: The size of a received packet,  

Total_ Bandwidth: The total bandwidth of virtual links that are 

defined in the specific physical link, 

Remaining_ Bandwidth: the difference between Bandwidth_ 

general and Total_ Bandwidth, 

Remaining_ Time: The remaining time until one-time unit,  

Temp: This binary variable indicates that the bandwidth of a virtual 

link is used or not used,  

Packet_ NUM: The number of packets that can be sent in the 

remaining time. 
1  If a packet arrives: 

2  If  Simulation_ time >= Time+1  Then  

3       Time++; 

4        Bandwidth is reset; 

5         Remaining_ Bandwidth is reset; 

6         The packet is sent; 

7  If  Packet_ size <= Bandwidth  Then      

8       Bandwidth = Bandwidth  -  Packet_ size; 

9       The packet is sent; 
10  Else if  Packet_ size <=  Remaining_ Bandwidth 

11  
Remaining_ Bandwidth = Remaining_ Bandwidth  -            

Packet_ size; 
12             The packet is sent; 

13  
   Else For  all virtual links that are defined in a specific 

physical link  do 

14              Remaining- Time = (Time+1) - Simulation_ time; 

15               Packet_ NUM =  Remaining_ Time / BAG; 

16  
 If  Bandwidth – (Packet_ NUM *LMAX) >= Packet_ size 

Then 

17            Bandwidth  = Bandwidth – (Packet_ NUM *LMAX); 

18            Temp = 1; 

19         End for 

20                If  Temp=1 Then 

21   Bandwidth = Bandwidth -  Packet_ size; 

22                      The packet is sent; 

23       Else 

24                     The packet is discarded;  

25  End 

V. SIMULATION RESULTS 

To evaluate the proposed technique, a primary and the 

improved Avionics Full-duplex switched Ethernet (AFDX) 

networks have been simulated with optimized network 

engineering tools (OPNET). OPNET simulator is one of the 

most popular tools to simulate the behavior and the 

performance of any type of networks [20, 21].  

The simulated AFDX network consists of nine end systems 

and five switches. The simulated network setup on OPNET is 

shown in Fig. 2. As shown in this figure, the main and the 

redundant networks are marked with green and pink boxes, 

respectively. TABLE I shows the configuration parameters for 

all virtual link, such as a resource, destination(s), a path, and the 

BAG value [22]. 

 

 
Fig. 2. The network setup on OPNET 

TABLE I 
The configuration parameters for virtual links [12] 

Virtual 

Links 
Source 

Destinatio

ns 

LMAX 

(bits) 

BAG 

(ms) 
Paths 

VL1 KU1 FM1, FM2 600 32 
S1, S2,  S1, 

S3 

VL2 KU2 FM1, FM2 600 32 
S1, S2,  S1, 

S3 

VL3 FM1 MFD1 
5000, 
1000 

8 S2, S1 

VL4 FM1 NDB 1000 16 S2, S1 

VL5 FM2 MFD2 
5000, 

1000 
8 S3, S1 

VL6 FM2 NDB 1000 16 S3, S1 

VL7 NDB FM1 4000 64 S1, S2 

VL8 NDB FM2 4000 64 S1, S3 

VL9 RDC1 ADRIU1 512 32 S4 

VL10 RDC2 ADRIU2 512 32 S5 

VL11 ADRIU1 FM1, FM2 800 32 
S4, S1, S2, 

S4, S1, S3 

VL12 ADRIU2 FM1, FM2 800 32 
S5, S1, S3, 

S5, S1, S2 

 

The primary AFDX network has a FIFO policy in the 

scheduler unit and a leaky bucket algorithm in the traffic 

policing unit. The simulation of the AFDX network by applying 

the proposed scheduling and the traffic policing algorithms is 

specified as improved AFDX. 

The average flight time of an airliner is considered 1 hour 

and the simulations run for both AFDX networks in two modes: 

Mode A: All nodes send the packets as much as their VLs 

bandwidth. 

Mode B: There is a node that uses more VL bandwidth. 

Moreover, it should be noted that in the following figures, 

the simulation results for the primary and the improved AFDX 

networks are shown with blue and red lines, respectively. 
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Fig. 3 and Fig. 4 show the number of critical packets that 

their deadlines are expired in the primary network (the blue 

line) and in the improved network (the red line). As shown in 

these figures, the number expired critical packets in the 

improved network is less than the primary network in the both 

modes (Mode A and Mode B). This improvement has been 

achieved because the proposed scheduling algorithm in the 

improved network sends critical packets, first.  

 
Fig. 3. Comparison of the number of discarded critical packets due to the 

deadline miss in Mode A 

 
Fig. 4. Comparison of the number of discarded critical packets due to the 

deadline miss in Mode B 

As illustrated in Fig. 5, simulation results show that the 

number of discarded critical packets in the traffic policing unit 

for both networks in the Mode A is zero. This result is due that 

all nodes send the packets as much as their VLs bandwidth and 

the traffic policing algorithm (in the primary and the improved 

AFDX networks) will accept these packets. 

 
Fig. 5. Comparison of the number of discarded packets in the traffic policing 

unit in Mode A 

However, simulation results in Mode B show that about 170 

packets have been discarded in the traffic policing unit by the 

leaky bucket algorithm in the primary AFDX network. This 

number has reduced to zero in the improved AFDX network. 

Moreover, it should be noted that if a node sends packets more 

than the bandwidth of the physical link, it is possible the number 

of discarded packets in the proposed traffic policing algorithm 

may be more than zero. 

 
Fig. 6. Comparison of the number of discarded packets in the traffic policing 

unit in Mode B 

TABLE II and TABLE III illustrate the percentage of packet 

loss reduction and the percentage of deadline miss reduction for 

the primary and the improved networks in the specified Mode 

A and Mode B, respectively. 

 

TABLE II 

Outputs simulation as a percent for Mode A 

Mode A 
The number of 

routed packets 

The number of discarded 

critical packets due to the 

deadline misses 

The number of discarded 

critical packets in the 

traffic policing unit 

Improved 

Deadline Miss  

(%) 

Improved 

Packet 

Loss (%) 

  Network 

Time 
- 

Primary 
AFDX 

Improved 

AFDX 
Primary 
AFDX 

Improved 

AFDX 
- - 

20 min 477390 1382 1269 0 0 8.17 0 

40 min 959196 2871 2490 0 0 13.27 0 

60 min 1441022 4426 3740 0 0 15.49 0 
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TABLE III  

Outputs simulation as a percent for Mode B 

Mode B 
The number of 

routed packets 

The number of discarded 

critical due to deadline 

misses 

The number of discarded 

critical packets in the 

traffic policing unit 

Improved 

Deadline Miss  

(%) 

Improved 

Packet 

Loss (%) 

  Network 

Time 
- 

Primary 

AFDX 

Improved 

AFDX 

Primary 

AFDX 

Improved 

AFDX 
- - 

20 min 477328 1473 1429 50 0 2.98 100 

40 min 959076 3085 2698 105 0 12.54 100 

60 min 1440824 4643 3956 170 0 14.79 100 

VI. CONCLUSIONS 

In this paper, to reduce the number of discarded packets and 

to improve the primary AFDX network, a traffic policing 

algorithm and a scheduling algorithm were proposed. The 

proposed traffic policing algorithm can reduce the number of 

discarded packets in the switch. In this technique, if a critical 

packet arrives at traffic policing unit and there is not enough 

virtual link bandwidth for this packet, the algorithm checks the 

remaining or unused bandwidth of the physical link. If there is 

required bandwidth, the packet is accepted. Otherwise, the 

packet will be discarded. Moreover, a scheduling algorithm was 

proposed to reduce the number of discarded packets due to the 

deadline miss.  

To evaluate the proposed improved AFDX network, a case 

study was carried out. The number of discarded packets in the 

traffic policing unit, and the number of discarded packets due 

to the deadline miss were analyzed for the primary and the 

improved AFDX networks. The results show that the proposed 

scheduling algorithm reduced the number of critical packets 

which are discarded due to the deadline miss about 10%. 

Furthermore, the number of critical packets which are discarded 

in the traffic policing unit has been improved up to 100%.  
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