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Abstract - In this paper a new method for continuous pain 
detection is proposed. One approach to detect the presence of 
pain is by processing images taken from the face. It has been 
reported that expression of pain from the face can be detected 
utilizing Action Units (AUs). In this manner, each action units 
must be detected separately and then combined together 
through a linear expression. Also, pain detection can be directly 
done from a painful face. There are different methods to 
extract features of both shape and appearance. Shape and 
appearance features must be extracted separately, and then 
used to train a classifier. Here, a hierarchical unsupervised 
feature learning approach is proposed in order to extract the 
features needed for pain detection from facial images. In this 
work, features are extracted using convolutional deep belief 
network (CDBN). The extracted features include different 
properties of painful images such as head movements, shape 
and appearance information. The proposed model was tested 
on the publicly available UNBC MacMaster Shoulder Pain 
Archive Database and we achieved near 95% for the area 
under ROC curve metric that is prominent with respect to the 
other reported results.  

I. INTRODUCTION 

Pain is usually reported by patient’s self-report [1], either 
through a clinical interview or using a visual analog scale 
(VAS) [2]. These methods naturally have some drawbacks 
such as being unreliable and highly subjective. Yet another 
difficulty arises when patients cannot communicate. In some 
populations like neonates, children, unconscious patients, 
patients who have no ability to communicate, those who have 
critical conditions and are kept in intensive care unit (ICU) 
and patients who suffer from cerebral palsy (CP), self-report 
cannot be used. Therefore, in such cases, a care provider 
should be available to monitor the patient’s physical 
conditions at least once every 4 hours and complete the 
clinical checklist with pain being one of the items in the 
checklist [3] and make an evaluation of pain intensity. Also, 
this can be done by analyzing tissue pathology, neurological 
signals, testing muscle strength [4] and so on all of which are 
invasive and inconvenient approaches.  

Given the advances in machine learning, now there are 
computer vision systems for monitoring patients in a fully 
non-invasive manner that can operate around the clock and 
without any fatigue. Pain and its intensity are noticeable in 
one's face. Any movements in facial muscles can depict one’s 
current emotional state. For example, in case of pain, we 
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close our eyes and depending on the intensity we push them 
hard. Another indication of pain is lowering the eyebrows. 
Pain also affects the mouth.  

Recently many works have been carried out in this field. 
In one sense, different methods can be categorized as AU-
based and non-AU-based. In the case of AU-based methods, 
facial action units (AUs) are detected and pain can be 
detected using their combination. Some works have been 
done trying to extract features that can represent pain directly 
without using AUs [5, 18]. The authors in [5] have shown 
that direct pain estimation can be more accurate than its 
prediction from the AUs.  

In this work, a non-AU-based method is proposed that 
can predict the pain with a high accuracy. Features are 
extracted from filters that are learned in a fully unsupervised 
manner. These filters are learned through a CDBN 
architecture. CDBN is a hierarchical generative model 
constructed by stacking max-pooling Convolutional 
Restricted Boltzmann Machine (CRBMs) on top of each 
other. Learned detectors (filters) can detect features of both 
shape and appearance defining emotional facial states. The 
extracted features are used to train a classifier so that it can 
classify a test sample into one of two predefined classes 
namely pain and no-pain.  

The rest of the paper is organized as follows. First, a review 
of previous works on pain detection and its recognition is 
presented in section II. Then, the CDBN and its constructor 
CRBM are introduced in section III. The classifier used in 
this paper is described in section IV. Finally, the 
experimental results are presented in section V and the work 
is finally concluded in section VI.  

II. RELATED WORKS 

  The most popular system on facial expression definition and 
coding, Facial Action Coding System (FACS), that was a 
measurement of facial movement was introduced in 1978 [6]. 
FACS described facial expression by coding facial muscle 
movements into 46 action units (AUs). Numerous good 
works which are capable of making a distinction between 
different human emotional states like being neutral, sadness, 
fear, surprise, anger, happiness, and disgust have been done 
based on this system. Some of the related algorithms are 
found in [7-14], which may use facial AUs or not. At first 
glance, it seems that it is able to detect pain or recognize its 
intensity. However, one must notice that there are relations 
between some emotional states like sadness and surprise, 
which makes it more difficult to use combinations of AUs to 
detect pain.  Yet, it might be possible to use fuzzy 
classification by assigning some membership values to them. 
Anyway, this area of research is open for further 
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investigation and several research works have been done to 
achieve a more reliable and robust system. 

Works on pain monitoring using AUs have been also 
reported [15-17]. A formulation defined to quantify pain 
intensity into 16 discrete levels from zero as no pain to 15 as 
extremely high pain is reported in [15]. The PAIN equation is 
based on a combination of AU intensities among 46 different 
AUs describing pain, (i.e. AUs 4, 6, 7, 9, 10, 12, 20, 25, 26, 
27 and 43): 

Pain = AU4 + max (AU6, AU7) + max (AU9, AU10) + 
AU43         (2) 

A three step frame-based approach to continuous pain 
intensity estimation has been proposed in [5]. The first step in 
this work is shape and appearance feature extraction. The 
location of characteristic facial points as shape-based features 
and local binary patterns (LBP) are extracted from facial 
images with discrete cosine transform (DCT). For each set of 
features, a Relevance Vector Regression (RVR) is used for 
prediction of pain intensity. As the last step, the outputs of 
the three regressors are fused by computing their mean 
estimate or by using the forth RVR using the outputs of 
regressors as inputs.  

An Active Appearance Model (AAM) and frame based 
system, which can automatically detect pain through AUs has 
been described in [16]. In this paper, pain detection is based 
on facial expressions coded by FACS.  AAM can detect both 
shape and appearance information. They have also employed 
some other information to consider head motion. Moreover, 
they showed that fusing all AAM features can improve the 
performance. By the use of AAM parameters, three types of 
feature were extracted: the similarity normalized shape 
(SPTS), the similarity normalized appearance (SAPP) and the 
canonical normalized appearance (CAPP). Then, a Support 
Vector Machine (SVM) is trained using the extracted 
features. This SVM classifies each new input sample as either 
pain or no-pain and provides a score that can be used to 
estimate the pain intensity. This has been done by fusion of 
scores using Linear Logistic Regression (LLR) method [16].  
The same approach is used in [17] in which detection and 
tracking of face and facial features is done by AAM. They 
tried to overcome two problems: 1) integrate the rigid and 
non-rigid head motion into a single feature representation, 
and 2) incorporate the salient temporal patterns into the 
classification stage. The former were tackled by using a high 
level representation which incorporates various modes of 
pain achieved using a histogram of AUs. The second problem 
was tackled utilizing a hidden conditional random field 
(HCRF).   

So far, we argued about works that they were based on 
detecting AUs. In [18] a non-AU based method was 
proposed. Shape information using pyramid histogram of 
orientation gradients (PHOG) and appearance information 
using pyramid local binary pattern (PLBP) was used for pain 
detection in [18]. Then, features were used to learn multiple 

classifiers like SVM with 2 kernel, decision tree, random 

forest and 2 nearest neighbors. They achieved their best 
recognition rate using 2NN. 

In this work, we use fully unsupervised learning of 
hierarchical representations in which the learned feature 

extractors (filters) are able to extract both shape and 
appearance features, simultaneously. We trained a 
convolutional deep belief network (CDBN), which extracts 
features from the lowest level i.e. edges to more complex 
features like object parts. Another key advantage of CDBN is 
its translation invariant property which is attributed to weight 
sharing. In the following section we describe the theory of 
CDBN based on a work that was done by [19].  

III. CONVOLUTIONAL DEEP BELIEF NETWORK, CDBN 

In this section, the basics of convolutional deep belief 
networks are reviewed. First, we need to describe a CRBM 
which is the main constructor block of CDBNs.  

A. Convolutional Restricted Boltzmann Machine (CRBM)  

CRBM is an extension of the standard RBM [20] to the 
convolutional settings. It comprises of three layers: visible, 
detection (hidden) and pooling layer as shown in Fig. 1. The 
input layer consists of real-valued units arranged in 2D form. 
The hidden layer consists of K groups, where each group 
consists of binary hidden units in 2D form. Each hidden 
group is obtained by using a filter, which is convolved with 
the input data. Filter weights are shared among all the hidden 
units within the group. Afterward, each group of hidden layer 
is reduced in both dimensions by the same factor such that a 
small region of the hidden group is mapped into only one unit 
in the pooling layer. This can be done using probabilistic 
max-pooling [19]. This shrinking step makes the extracted 
features robust against small translations in the input [19, 23]. 

 

Despite the weights of the filter, each group has a bias bk 
and all visible units have a single bias c, that must be 
optimized. 

The joint distribution of the probabilistic max-pooling 
CRBM with real-valued visible units is defined through its 
energy function as follows [19]: 
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where Z is known as the partition function, bk are hidden unit 
biases and c is visible unit bias and i, j iterate over visible and 
hidden units, respectively.  

 

Figure 1. Convolutional Restricted Boltzmann Machine, CRBM [19]. 
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Figure 2. Learned filters of the two layers. Left, first layer filters laerned 

some edge-like fgeatures. Right, second layer filters learned face features. 

As computing the exact gradient of the log-likelihood is 
intractable, model parameters can be optimized via 
minimization of a so called Contrastive Divergence (CD) 
[20] objective function as an approximation to maximizing 
the log-likelihood [22]. CD utilizes Gibbs sampling method 
to approximate the model distribution using the following 
[19]: 
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 where (.) is the sigmoid function and N(.) is normal 

distribution. In these equations, v and f stands for valid and 

full convolution, respectively and W
~

denote flipping the array 

horizontally and vertically.  

By the use of probabilistic max-pooling [19], a simple 
constraint will be added to the energy function. As expressed, 
we divide each group of hidden layers into blocks and each 
block is mapped into only one unit of pooling layer. 
Considering probabilistic max-pooling, at most one of the 
units in the block may be on. Therefore, the corresponding 
unit in the pooling layer is on if and only if a detection unit in 
the block is on.  

Due to the convolutional connections, overcompleteness 
must occur that results in trivial solutions. One way to 
overcome this problem is to add a penalty term to the 
objective function so that each hidden groups has a mean 
activation close to a small constant. This could be achieved 
by applying the following simple update rule on hidden 
biases vector [19]: 
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where p is a target sparsity. 

B. Convolutional deep belief network  

Now we can simply define a CDBN as stacking of several 
probabilistic-max-pooling CRBM on top of each other based 
on [19]. The energy function for this type of network is 
defined by summing the energy functions of all individual 
pairs of layers. The training of such a network is performed 
using greedy layer-wise strategy in which each CRBM is 
trained individually [20]. That is once a given layer is trained, 
its parameters are frozen, and its unit's expected values, also 
known as activation, are used as inputs for the next layer.  

IV. CLASSIFICATION 

Each learned expert (filter) extracts features from the 
input image. These extracted features are used to train a SVM 
as a classifier. SVM is a binary classifier [24] that can be 
used to classify each input image on one of the two 
predefined classes i.e. pain and no-pain. SVM tries to find the 
best hyperplane by maximizing the possible margin between 
positive and negative instances. Consider a two-class 
problem. Linear SVM classifies test sample to either classes 
by the following decision:  











painxwxw

painxwxw
T

T

0

0  (7) 

Where w is normal vector to the hyperplane and w0 
determines the offset of the hyperplane from the origin along 
the normal vector. 

V. EXPERIMENTAL RESULTS 

The publicly available UNBC-MacMaster Shoulder Pain 
Expression Archive dataset [25] is used in this study to 
evaluate the proposed algorithm. It contains a recorded video 
of the face of patients suffering from shoulder pain (only one 
arm is affected by pain). There are 200 sequences across 25 
subjects (a total of 48,398 frames). All the frames are FACS 
coded and the PSPI (Prkachin and Solomon Pain Intensity) 
[15] score are provided by the creator of the database. We use 
this score as ground truth. We also used leave-one-subject-
out strategy and training data were divided into positive and 
negative samples, where positive samples are all images 
labeled 1 or more and all other images are labeled zero (pain 
intensity of 0) form the negative set. In order to generate the 
training data we followed this strategy described here: after 
excluding out one subject, all the positive data in the 
remaining data were kept and only a small part of the 
negative data were used. In addition, we used a Viola-Jones 
detector [26] to locate the face in each image. We used these 
samples to train a system that comprises of a CDBN followed 
by an SVM. Training of the system was performed offline. 

As mentioned earlier, we used CDBN that is a multilayer 
generative model for fully unsupervised feature learning. We 
formed a two-layer CDBN constructed from probabilistic 
max-pooling CRBM. For the first layer bases, we used 
natural images as done by Lee [19]. For the second layer, we 
used images from the database. The length of filters was set 
to 10 for both layers and the number of filters are set as 24 
and 48, respectively. Furthermore, we used target sparsity 
values of 0.002 and 0.005, respectively. Also we set max-
pooling ratio as 2 for each layer. Inputs to the higher layers 
were the max-pooled activation of the lower level layer. Fig. 
2 shows these learned bases. The second layer bases 
visualization is performed by a linear combination of the 
lower layer bases [19].  

Then we used the features extracted using learned filters 
for training an SVM with linear kernel duo to its ability to 
generalize well to unseen data. We used embedded SVM 
toolbox in Matlab for training and testing of the SVM.  Also 
we used the same approach proposed in [19] to define 
CDBN. The results of the proposed method are shown in 
Table 1, which are calculated using 10-fold cross validation. 
The three metrics that were used to evaluate the performance 
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of the proposed method are accuracy, F1-score and area 
underneath the ROC curve. This curve is obtained by plotting 
the true positives against the false positives as the decision 
threshold varies. 

TABLE I.  RESULTS AND COMPARSION 

 
Performance measurements 

Accuracy% F1-Score% 
Area under 

ROC % 

Proposed method 87.2 86.44 94.48 

[16] SVM +  
SPTS +SAPP + CAPP  

- - 84.7 

[18] SVM+Level2 96.4 - - 

Noted, the authors in [18] did not use leave-one-subject-out 
strategy. However, they evaluated their work on the complete 
database, which has a poor generalization on new unseen 
input data. The program was developed by Matlab 8.4.0 
under a laptop configuration of core i7 2.4 GHz CPU and 8 
GB memory. The proposed algorithm achieved an average 
time of 30 milliseconds for feature extraction and 
classification in the test step and it needs 80 seconds for 
training of the SVM and 75 seconds per epoch for training of 
the CDBN for the offline training step. 

VI. CONCLUSION 

In this paper, a method was proposed to emulate a care 

provider for patient monitoring and pain detection. This was 

done using features extracted from facial images. These 

features were extracted using filters learned through a 

CDBN. Then, these features were fed to a support vector 

machine to be classified into one of the two predefined 

classes namely pain and no-pain. Our experiments shows 

near 95% for area under ROC curve metric that is prominent 

with respect to the other reported results. Our future work 

will be designing a classifier that is able to determine the 

intensity of the pain for the instances classified as pain.  
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