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Abstract. Advertising has always been considered a key part of marketing

strategy and played a prominent role in the success or failure of products. This
paper investigates a multi-product and multi-period advertising budget alloca-

tion, determining the amount of advertising budget for each product through

the time horizon. Imperative factors including life cycle stage, BCG matrix
class, competitors’ reactions, and budget constraints affect the joint chain of

decisions for all products to maximize the total profits. To do so, we define a

stochastic sequential resource allocation problem and use an approximate dy-
namic programming (ADP ) algorithm to alleviate the huge size of the problem

and multi-dimensional uncertainties of the environment. These uncertainties

are the reactions of competitors based on the current status of the market and
our decisions, as well as the stochastic effectiveness (rewards) of the taken ac-

tion. We apply an approximate value iteration (AV I) algorithm on a numerical

example and compare the results with four different policies to highlight our
managerial contributions. In the end, the validity of our proposed approach is

assessed against a genetic algorithm. To do so, we simplify the environment by
fixing the competitor’s reaction and considering a deterministic environment.

1. Introduction. A large number of organizations and companies have been ex-
panded greatly over time. A large company could have several business divisions
and a number of product lines within each division. At the same time, there are
a host of other companies producing the same products, which creates a competi-
tive environment where they struggle to win the largest share of the market. This
issue is crucial that even the retails shelf-space allocation is taken into account
[15]. Accordingly, companies must find optimal strategies considering all aspects of
the business. Among them, marketing strategies play a specific role in the success
or failure of the companies due to the wide range of customers’ options in such a
competitive environment. Advertising is a fundamental component of marketing
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strategy [4]. It goals to identify and distinguish products, giving information, en-
couraging customers, and building value, preference, and loyalty. The media, as a
well-known type of advertising, encompass any method used to convey a message
to the public such as newspapers, magazines, radio, television, the Internet, and
billboard [36].

Due to the importance of advertising, companies allocate a significant share of
their promotional budget to advertising [9]. To efficiently use the budget, appro-
priate media planning is essential to determine when and through which media
the budget should be spent. Planning depends on a number of factors including
advertising goals, customers’ profile of different market segments, market and com-
petitive state, competitors’ profile, brand positioning, product portfolio analysis,
and the life cycle stage [18], that must be taken into account to avoid sub-optimal
planning decisions. For instance, in the introductory stage, a significant portion
of the promotional budget is often allocated to induce trial. In the growth stage,
planners seek to capture maximum market potential, and moving to the maturity
stage, advertising acts as a reminder to keep customers aware of the product. Fi-
nally, companies usually withdraw their support for advertisement in the decline
stage although it depends on specific circumstances.

Almost all marketers make their decisions based on prior-period advertising re-
sponses while circumstances may change over time and should be considered in
media planning due to their significant effects. Therefore, companies need to de-
vise appropriate plans based on the current market scenarios. Indeed, selecting an
optimal media mix depends on the current state of the system (e.g., on the stage
of the product life cycle in the market), which is affected by the previous system
state and action. Accordingly, this is a dynamic media planning where a chain of
optimal actions needs to be taken. This dynamic nature is captured by dividing the
planning horizon into multiple time periods. Important factors such as customers’
behavior and the cost and popularity of different media must be analyzed at the
beginning of each time period. Then, marketers can start planning based on this
information to maximize the total reach of customers. In addition, successful media
advertising should consider to which kind of media their customers are exposed. In
other words, the effect of different media varies for each product since they have
specific types of customers, meaning that advertising in media is effective only if it
covers a significant number of the targeted customers. Hence, media planners need
to manage their advertising budget for different products simultaneously. This ends
in a multi-period multi-product advertising where at each period a set of actions
for all products needs to be taken while taking its long-term effect on the following
time steps into account.

Considering competitors, this problem is a complicated game where companies
seek to gain higher market share. Competitors make their reactions with a proba-
bility conditioned to our decisions. So, while making decisions, we should consider
the competitor’s reactions and the impact on our objective function. For the sake
of simplicity, we do not contemplate each individual competitor, but their mean
reaction is considered. This is not the only uncertain dimension of the problem, the
behavior of customers and efficiency of the decisions in the market are also stochas-
tic and should be considered in the decision-making process. The last and probably
the most serious challenge is the curse of dimensionality in such a problem, caused
by the substantial number of products, actions, and reactions of rivals.
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In this regard, various methods are able to address these challenges such as Monte
Carlo simulation, dynamic programming, stochastic dynamic programming, mathe-
matical programming, and fuzzy and robust programming. However, none of these
methods considers all three challenges regarding media planning at the same time.
As an example, using exact solutions of dynamic programming is not applicable
due to the extremely high computational costs, the number of scenarios in stochas-
tic mathematical programming and Monte Carlo simulation easily gets intractable,
and robust/fuzzy programming cannot cover all complexities of the problem like
probabilities of competitors reactions and the associate impact on our decisions. To
the best of our knowledge, the most suitable method is approximate solutions for
the formulated Markov Decision Process (MDP ). Since the transition probabilities
(i.e., dynamics of the environment) are known in this case, we employ a model-based
approach called approximate dynamic programming, which basically is a planning
approach considering the sequential nature of the problem and solves the curse of
dimensionality in the light of approximation. Hence, in this paper, we develop
an ADP algorithm to address the advertising management problem for companies
running their business in a competitive and uncertain environment. The goal of
the planning is to maximize profits. Two general algorithmic strategies including
approximate value iteration (AV I) and approximate policy iteration (API) exist
for obtaining approximate solutions to our computational stochastic optimization
problem. First, the AV I algorithm is used to gain answers based on the decisions
maximizing the objective function. Next, the API algorithm is proposed to ob-
tain policies that map the system states to the actions providing insights to senior
managers.

We make a couple of contributions to this paper. First, to the best of our knowl-
edge, this is the first study addressing the multi-period multi-product advertising
budgeting problem considering complex assumptions of a real market. In addi-
tion to the stochastic effects of the actions, we consider a competitive environment
where other companies’ reactions affect the results. Methodologically, we apply
an ADP algorithm on the advertising management problem addressing the multi-
period planning in an uncertain and competitive environment. We evaluate the
proposed approach in a real-size numerical application and benchmark it against a
heuristic approach (genetic algorithm). There are also some managerial implemen-
tations in this paper. By employing the proposed approach, managers can make
more profit compared to using pre-defined policies. They also need to note that
each product needs different share of the advertising budget and a different media
to maximize the joint sales of all products.

The rest of the paper is organized as follows. Section 2 reviews the literature on
media planning and advertising management as well as some applications of ADP
on similar works. The problem definition is presented in section 3 discussing the
main assumptions and details of the problem. Then, in section 4, we apply and
adopt an ADP algorithm to solve the problem. Section 5 discusses the results and
benchmark them with similar methods, and finally, we conclude our paper in section
6.

2. Literature review. The literature of our work is divided into two streams. In
the first one, papers related to media planning have been discussed, and the second
one involves the number of research that used ADP as their solution approach.
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2.1. Media planning. There has been various research about media planning in
which advertising decisions are indicated according to different factors including
single/multi-product(s), single/multi-media, mass or segmented specific media, and
time planning horizon. In early studies, simple models are considered to discuss
interactions between advertising and sales in the present and future ([30, 41]). In-
troductory papers are mentioned in Danaher and Rust [11] where authors proposed
simple models that determine optimal expenditure spending in media for the case
of a single product and a single period.

The problem of media planning has been extended in many terms, for example,
Doyle and Saunders [12] analyzed a multi-product advertising budgeting problem
for a single-stage while the model considered in Sriram and Kalwani [37] solves
the problem for a single product over multi periods. In the following, authors in
[9] in addition to determining an optimal advertising budget proposed a media
allocation model including both multiperiod and multiproduct simultaneously. A
multi-period dynamic advertising program has been proposed in [16] which demand
at each period depends on current and past advertising efforts.

In related literature, customer lifetime value has been considered as an important
factor in allocating the promotion budgets using various approaches ([26, 19]). The
experience Fischer et al. [14] of marketing budget allocation showing that profit
increase from improving allocation across products or regions is more effective than
expanding the total budget. They have studied the marketing budget allocation
problem for multi-product, multi-country firms. In the same direction, Yang and
Xiong [43] discussed the optimization problem of the advertising budget allocation
for revenue management subject to an inventory constraint. Their method was a
nonparametric learning-while-doing, which means performing a series of advertising
experiments to predict the market sales reaction by observing realized sales (learn
and exploration) then allocating budget planning based on the learned sales function
(exploitation). This policy balances the advertising budget and the inventory bud-
get simultaneously. With some improvement, allocating advertising resources under
constraints for multiple markets with diverse goals and objectives was the subject
of Wang et al. [42]. They have presented a model based on the Vidale–Wolfe [41]
advertising response model, which considers the relationship between market condi-
tions and specific objectives (strategic concerns), saturation level, market responses,
and advertising spending. Yang et al. [44] extended that work by employing a
generalized Vidale–Wolfe model as an advertising dynamic for budget allocation
decisions under a finite time horizon, which is very similar to our work regarding
consideration of a dynamic market.

Media planning has been addressed in literature by different approaches including
linear and non-linear programming, goal programming, game theory, and dynamic
programming. A linear programming model is presented in [6] allocating budget
to different media considering various constraints in order to maximize segmented
exposure audience. Another one is integer-linear programming with the objective
function of maximizing people exposed to their advertisements; this work is single-
media planning that addressed the question of which channels, what time, and how
often they need to promote [28]. Abedi [1] applied a nonlinear and nonseparable
knapsack problem to allocate a limited marketing budget between multiple channels
at multiple markets.

In [21], mixed-integer goal programming is developed to determine the types of
media and advertising frequency in the dual consumer/industrial market. Branch
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and bound integer programming and goal programming techniques have been used
to maximize the advertising revenue in news websites [25]. Moreover, Jea et al. [17]
proposed an advertisement scheduling plan and used branch and bound techniques
to maximize the profit in online advertising agencies. From a game theory per-
spective, there are continuous interactions among actors through analysis, evaluate
and learn. The learning cycle is drastically quickened and developed with machine
learning, online learning, and different implementations of artificial intelligence [3].
In the face of constant environmental changes, any actor can use methods such as
reinforcement learning to continuously adapt their behaviors [45].

In the case of competitive markets, game theory can be applied as a powerful
approach to recognize interactions among marketing activities and rivals. Naik et
al. [29] have investigated a planning problem in oligopoly dynamic markets using
the Lanchester model; furthermore, they develop an estimation method to calibrate
dynamic models of oligopoly using market data. An analysis of optimal advertising
allocation has been carried out in [34] where market share for each firm depends on
rivals’ reactions as well as their decisions. Lu et al. [24] have dealt with differential
games in the dynamic advertising models. They considered a supply chain consisting
of a dominant retailer and a manufacturer, in which the two-channel members take
the effect of dynamic advertising into account as a Stackelberg differential game
(leader and follower).

Due to changeable marketing conditions over the course of time, the time horizon
of media selection problems should be divided into multiperiod. This means that
the problem is dynamic with sequential factors and decisions in real cases. For
example, in [27], a dynamic programming model is proposed to determine optimal
advertising decisions in order to maximize profit at the end of the time horizon. Li
and Sun [22], used the dynamic pricing policy and dynamic programming technique
to manage products demands.

The most challenging factor in our problem is the uncertainty that has been
addressed in the literature from different perspectives. Stochastic game theory has
been developed by Prasad and Sethi [34]. In Bass et al.[5] the effect of different
themes in the advertising budgeting problem has been discussed using a Bayesian
linear model. Regarding uncertain conditions, effects of advertising would not be
wholly determined and accordingly, a new objective function of maximizing ex-
pected market utility has been introduced in [13] as a special Markov decision
process.In [8], a stochastic advertising budgeting model for multiproduct and mul-
tiperiod has been developed and its results are compared with a deterministic model
for a real case study. Besides, uncertainty has been addressed with other approaches
such as fuzzy optimization [31] and robust optimization [2].

2.2. ADP. In media planning, decisions determine which percentage of budget
ought to be assigned to which product over time. Decisions in different periods
affect each other such that a chain of decisions should be made instead of choosing
separately. Moreover, at the beginning of each period, new information such as
the price of products, market share, and competitors’ performance will be received,
which can affect our actions. These features lead to a sequential problem with a
great deal of uncertainty. As such, we formulate it as a Markov decision process
(MDP ), but unfortunately, due to the high dimensionality of such a problem, exact
dynamic programming cannot be utilized to give us the optimal solution. Instead,
an approximate dynamic programming (ADP ) algorithm is used, which is suitable
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for huge dimensions and a high amount of uncertainty. ADP is a methodology esti-
mating the value of future states throughout an iterative process. It first had been
studied in Bellman and Dreyfus [7] using statistics to estimate the value of further
states, then developed in the context of reinforcement learning by Sutton and Barto
in [38]. In the following, various works ([32, 39]) make a significant contribution to
the development of the field and nowadays, we have books of Puterman [35], Powell
[33], and Bertsekas [10] as references for ADP approach.

3. Problem description. This paper addresses the problem of selecting advertis-
ing packages of different media for a multi-product company in a multi-period time
horizon. Various packages are offered by an advertising agency including different
types such as television, magazines, billboards, and the Internet. The cost and
effectiveness of each package vary for each product, and significantly affect budget
allocation to products and packages. The purpose of the model is to find the best
packages of advertisement, within the allowable budget assigned for different media,
in order to maximize the profits or sales.

In a multi-product case (i.e., companies manufacturing more than one product),
it is essential to promote all the products simultaneously with a joint advertising
strategy. Assumed that these products have a shared promoting budget while hav-
ing an independent market and no cross effect (i.e., are entirely distinct from each
other). For example, a dishwasher and an air conditioner are usually manufactured
in the same company and are the typical needs of people. Accordingly, if a person
purchases an air conditioner, it will have no effect on purchasing a dishwasher. The
company should promote such distinct products in separate advertisements while
jointly allocating the budget to have the most significant impact on total sales. In
order to devise a detailed media plan, companies should be completely familiar with
the market nature. In the current market, people have different attitudes toward
their needs and have various options, presenting a number of challenges to the me-
dia planners. To provide a better service to different customers, companies usually
segment the market into their target customers. Then, they place advertisements
in a way that they have the highest impact on their target customers [40]. Ac-
cordingly, media can be divided into mass media, targeting all the segments in a
similar way, and segment-specific media with different plans for different segments.
The present study considered mass media for advertising, indicating that the media
have general audiences.

Another important aspect of advertising that should be taken into account is
that advertising influences differently in each product life cycle stage. In the ini-
tial phase, advertising raises awareness about products among the public whereas it
tries to retain customers’ loyalty in later phases. In this study, the product life cycle
is considered a classic cycle and is made up of four primary stages: introduction,
growth, maturity, and decline (i.e., each stage is determined using the number of
sales). The effectiveness of each media varies among different stages (e.g., television
might influence more in the introduction stage rather than maturity stage). This
challenge could be addressed by dividing the whole planning horizon into multiple
time periods to distinguish different life cycle stages and consider their effects on
the planning. Then the decisions could adopt in each period, depending on all the
factors which might change over the course of time, such as product life cycle and
product price. We also consider the Boston Consulting Group’s product portfolio
matrix (BCG matrix), which is designed to help with long-term strategic planning,
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assist a business in considering growth opportunities by reviewing its portfolio of
products, and decide where to invest, discontinue, or develop products. The matrix
is divided into four quadrants based on an analysis of the market growth and rela-
tive market share, where for each quadrant advertising packages can have different
effects.

Furthermore, since competitors’ actions can strongly affect the results of our de-
cisions, we require to analyze them to approach more to the global optimal answers
in a real media planning problem. After identifying and analyzing competitors, we
can design our own advertising program to draw customers’ attention to our prod-
uct in the presence of many other options. Noted that competitors are aware of
decisions and might modify their strategies based on the state of the market. Thus,
to improve our strategy, we should include the probability of competitors’ reactions
conditioned to our decisions.

The most challenging part of this problem is that all influencing factors of adver-
tising management need to be modeled under uncertain circumstances due to the
lack of information in the following periods. For instance, it does not guarantee that
an advertising package certainly affects the sales as we expected. There are so many
other factors that might be neglected such as an introduction of a new product by
another company. Moreover, competitors’ reaction is also uncertain as we do not
fully aware about their strategy in the future. However, the best we can do is that
we must consider these uncertainties in the planning part. Accordingly, we address
a decision-making problem optimally allocating the advertising budget to different
products by selecting an advertisement package for each within a multi-period time
horizon. Our approach must deal with the stochastic and dynamic nature of the
problem and makes decisions regarding uncertainties that might occur and adjust
decisions in further periods. In the next section, we apply and adopt a suitable
method for our problem covering the existing challenges.

4. Methodology. This section describes our approach addressing a decision-making
problem of advertising planning using approximate dynamic programming (ADP ).
The proposed method has been emerging as a powerful discrete-time technique for
solving multistage stochastic control processes that would otherwise be computa-
tionally intractable. The approach involves “cost-to-go” values calculation for all
costs states that can be expected under the optimal policy [33]. In the following,
we define necessary terms to allows us to map our problem to the scales of dynamic
programming, and develop an approximate solution dealing with challenges raised
by huge dimensions and uncertainty.

Suppose that the planning horizon is finite and divided into different periods
and let T = {1, 2, ..., T}, (T < ∞) be the set of decision periods. The number of
periods (T ) is fixed and decisions are taken at the beginning of each. Let St,t∈T
represent the system state at period t (i.e., the initial state (S0) has been specified
beforehand). To consider the longer-term impact and temporal dependency of our
decision, we formulate our problem as a Markov decision process (MDP ), which
models a sequential decision process aiming to optimize a long-term objective func-
tion. Here, each state depends on the previous pair of state-action and random
conditions that occurred during the time. In each period, a decision must be made
according to the value index, the sum of the probability of going to the next, and
the constraints. In addition to states, an MDP contains also a set of actions and a
reward function that is represented in the following.



8 MAJID KHALILZADEH, HOSSEIN NEGHABI AND RAMIN AHADI

4.1. States, actions, and rewards. The state of the system is represented by the
life cycle stage, class in the BCG matrix, competitors’ strategy, and the available
budget. Noted, it is assumed that there is a finite number of products defined as
M = {1, 2, . . . ,M}. Thus, three first terms of the system state are specified for
each product while the budget is shared between them (i.e., each state is a vector
with 3M + 1 elements.).

The product life cycle state is defined as LCt = (lct1, lct2, ..., lctM ), where, lctm ∈
{Introduction, Growth,Maturity,Decline} is the life cycle stage of product m, at
time t. This state depends on the sales volume of the product at the beginning of
period t, which is denoted by Yt (m).

The product class in theBCGmatrix is defined as BCGt = (bcgt1, bcgt2, . . . , bcgtM )

where bcgtm ∈ { Question marks, Stars, Cash cows, Dogs } is the status of the
product m in BCG matrix, at time t, which depends on industry attractiveness
(growth rate of that industry) and competitive position (relative market share).

In addition, the competitors’ strategy is defined as, CSt = (cst1, cst2, ..., cstm),
where, cstm ∈ { High defensive marketing, High offensive marketing, Low defensive
marketing, Low offensive marketing }is the strategy that competitors follow over

a period t. Let p (cstm) = P̂ (cstm|Xt−1,m) denotes a conditional probability dis-
tribution of the competitors’ strategy. Our action conditions this distribution in a
previous period (ie.Xt−1,m) that will determine the likelihood of competitors’ reac-
tion to the market. Moreover, each reaction has an uncertain effect on the market,
which is represented as a bounded interval.

The remaining budget status is assumed to be discrete and shown by Bt that is
an integer number between zero and total budget. Regarding these components, the
state of the system at decision period t is defined as, St = (LCt, BCGt, CSt, Bt),
St ∈ S, where S is the set of all possible states. Also associated state with product
m in period t is defined as, Stm = (lctm, bcgtm, cstm).

Regarding the set of actions, at each period t, we must decide to choose an
advertising package among allowable budget choices. The selected action vector
for all products is defined as Xt = (xt1, xt2, xt3, . . . , xtM ), where, xtm ∈ D ∀m ∈
M, t ∈ T , is our action for the product m and D is set of all advertising packages
plus inaction; D = {Inaction, Advertising package 1, Advertising package 2, . . . ,
Advertising package k}.

The reward of any action is equivalent to the related effects on the product’s
sales which is determined by the corresponding state and action. This effectiveness
is a random range varying in each component of vector Stm indicated by stm.

R (stm, xtm) = rand (r1,stm,xtm
, r2,stm,xtm

) ∀t ∈ T (1)

where, r1,stm,xtm
and r2,stm,xtm

respectively represent the lower bound and upper
bound of change in sales volume of product m. This amount is dependent on
the state of product m, stm, and the action, xtm. Indeed, this randomness indi-
cates uncertainty in the problem and is determined by experts and decision makers.
Therefore, assuming the independence among aforesaid uncertainties, the resultant
effect on product sales is equal to

∏
stm ∈ Stm

R (stm, xtm). To evaluate the results of

our possible decisions at each period we need to estimate sales volume at the end
of this period according to our action. The estimated sales volume for product m
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at the end of period t (i.e., Â (Stm, xtm)), is obtained by:

Â (Stm, xtm) = Yt (m)
∏

stm ∈ Stm

R (stm, xtm) ∀m ∈M, ∀t ∈ T (2)

The reward of each advertising package depends on the product price and the
corresponding sales volume. The price of products over a specific period is not
certain and can be obtained through statistical forecasting tools such as regression,
time series technique, neural network, etc. We use a simple regression in this prob-
lem to estimate the price at each time since the details of the price prediction are
beyond the scope of this paper. Moreover, Y (St, Xt), the total value of estimated
sales of action Xt, is obtained by the summation of multiplying the estimated sales
volume of product m, and associated market price (ξm (t)) that is defined as:

Y (St, Xt) =
M∑
m=1

ξm (t) Â (Stm, xtm) , ∀t ∈ T , xtm ∈ Xt (3)

where, ξm (t) is the price of product m, at decision period t.
In addition, assumed to have the budget constraint:

c (Xt) ≤ Bt (4)

where, c (Xt) is the cost of action Xt that have made at decision period t. In the
following, a new variable is defined to remove infeasible actions:

u (Xt) =

{
1, c (Xt) ≤ Bt
0, otherwise

, (5)

where, u (Xt) represents the possibility of action (Xt) at current period t.

4.2. Transition and value functions. In MDP , transition functions and tran-
sition probability are defined to identify how the system changes as a result of deci-
sions and information from one state to another [33]. It is described in a stochastic
system as St+1 = SM (St, Xt,Wt+1) where SM is the state transition function and
Wt+1 represents the information uncertainty variable that will arrive between peri-
ods t and t+ 1. Here, uncertainties include the effectiveness of advertising packages
on sales volume, products price, total market volume, and the competitors’ reaction.
The competitors’ strategy expresses the reactions to the market, which is utterly
dependent on our action in the previous period.

In this study, in order to determine the next states, including life cycle state and
the BCG class of product m (i.e., the competitors’ strategy is independent of the
sales volume) we need to obtain sales volume at the next period, which is defined
as follows:

Yt+1 (m) = Â (Stm, xtm) + ω̃ (6)

where ω̃ is a random variable representing the exogenous information in sales es-
timation in addition to uncertainties that have been considered to the estimated
value; because it is necessary to update the actual sales volume at the next period.

BCG matrix class relies on the growth rate of the market, and the relative market
share of the company. These factors are completely dependent on the total market
volume indicated by Γ(tm) and predicted by regression or time-series techniques,
at each period. This amount is uncertain by nature and determined in Eq 7 where
ω̂tm is a random number added to the predicted amount of total market volume.

Γtm = Γ̂tm + ω̂tm (7)
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Position in the BCG matrix is determined as follows [20]:

BCGmatrix =


Question marks, ψt > ψ∗t , Ωt ≤ Ω∗t
Stars, ψt > ψ∗t , Ωt > Ω∗t
Cash cows, ψt ≤ ψ∗t , Ωt > Ω∗t
Dogs, ψt ≤ ψ∗t ,Ωt ≤ Ω∗t

(8)

low growth market ≤ ψ∗t ≤ high growth market
low market share ≤ Ω∗t ≤ high market share

where, ψt is the market growth rate, and Ωt is the relative market share at the
beginning of decision period t; ψ∗t and Ω∗t represent breaking boundaries of market
growth rate and market share, respectively that determine the BCG matrix classes.

In this study, we use the classic version of the life cycle for all our products.
In the classic life cycle, stages are obtained only by corresponding sales volume.
Boundaries between stages that specify the life cycle states are given by experts.
Regarding budgeting, there is only an initial budget at the beginning of our planning
horizon, and the available budget at each period is determined according to the
previous budget and taken action:

Bt+1 = Bt − c (Xt) (9)

Finally, the best set of advertising packages throughout the whole-time horizon
is chosen by this objective function:

Max E

T∑
t=1

Y (St, Xt) , (10)

where E denotes the expected value of sales over the total period.
To find a solution, the Bellman equation of our objective function is introduced

as:

V (St) = max
∀Xt

u (Xt) (y (St, Xt) + γE {V (St+1) |St, Xt}) (11)

Eq. (2) indicates our value function that ranks decisions based on present sales
estimation over period t and expected future sales, for all products. Thus, V (St)
includes expected sale value y and estimated value of next states V (St+1) that
determined according to the best corresponding decisions discounted by γ. As
mentioned before, u(Xt) limits our decisions to the allowable budget.

This equation is reformulated to demonstrate expected sale value as:

V (St) = max u (Xt)

(
y (St, Xt) + γ

∑
s,∈S

p(St+1 = s,|St, Xt)V (St+1)}

)
(12)

p (St+1 = s,|St,Xt) =


M∏
m=1

p (cstm)
∀m if pbcgtm = 1 and plctm = 1

and Rbt+1 = Rbt − c (Xt)
0 Otherwise

(13)

p is a part of transition probability function from state St to St+1, where pbcgtm = 1
and plctm = 1 represent the possibilities regarding life cycle and BCG matrix. That
is to say that this probability for states that are not achievable in future periods
are not considered. Note that here, we only consider the probability of competitor’s
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reaction to our decisions in the probability transition function. The effectiveness of
each decision (advertising package) that changes the sale values (i.e., product life
cycle and BCG matrix as well) is considered as an uncertainty of the environment
and is addressed in the simulation by generating a random number between the
lower bound and upper bound of the effectiveness value. Hence, definitely, the ran-
dom effectiveness of the packages affects the next state of the system and is taken
into account in our simulation.

4.3. ADP formulation. Due to the sequential nature of this problem, it can be
modeled as dynamic programming; where, the existence of probabilities and un-
certainties in the environment makes it stochastic. Primarily, exact dynamic pro-
gramming algorithms deal only with small state and action spaces. However, in this
study, we face a huge sized state space caused by the multiple numbers of prod-
ucts as well as a variety of essential factors impacting our decisions that must be
considered as a part of the system state. For example, with four products and 12
periods, the dimension of our problem will be 2.01×108. This challenge is known as
a curse of dimensionality in the literature and has been addressed by approximate
approaches. Among them, ADP is appropriate for highly complex and extremely
large problems, particularly in the presence of high uncertainty in the environment
[33]. Thus, in the following, we employ an ADP algorithm that fits our problem.

4.4. Algorithmic strategy. Algorithm 1 shows a tabular approximate dynamic
programming formulation using a lookup-table representation adapted to our prob-
lem including budget constraint, probability of competitors’ reaction, qualitative
state for the BCG matrix and the product life cycle stages, and estimation of prod-
ucts’ price. Since our planning horizon is finite, a finite MDP is employed to model
it. This algorithm makes decisions using an approximate value function that steps
forward in time and considers the value of the states based on their probabilities.
As we have access to the model of the environment, we use a model-based algorithm
that bootstraps the next steps but does not sample them. In other words, it makes
decisions based on the expected value of immediate reward plus value function of
the estimated following state that contains the long-term return of our current de-
cision. Note that this is a modified version of the classic AV I [33] while containing
a budget constraint for all horizon time (i.e., without this modification the results
are not feasible as the algorithm always takes an action with the highest estimated
additional value, even if it violates the budget limitation).

In the first step, the value of all states at all periods must be initialized. Also, we
need to determine the initial state of our system including the life cycle stage, BCG
matrix quadrant, competitors’ reaction for each product as well as the total budget.
In step 1, at first the effectiveness of different decisions and price of each product are
generated, and then the optimization equation is solved within allowable decisions
by which sample estimate ν̄nt is calculated. Moreover, as greedy strategies could
lead to a local answer, we use a mixed exploitation and exploration strategy. In this
strategy, the next step will be determined randomly with probability p̄ and using
the best decision with probability 1− p̄. The value of p̄ in each iteration is obtained
by Eq (14), which demonstrates that in initial iterations, p̄ is a significant number
and decisions mostly are made randomly to update states as much as possible, it
declines further. Therefore in final iterations, the majority of decisions are made
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based on the highest sales volume.

p̄n−1 =
b

b+ n− 1
(14)

In the following, the amount of ν̄nt is applied to update the value function approxi-
mation V̄ nt (St) using lookup table representation as

V̄ nt (St) = (1− αn−1) V̄ n−1
t+1 (Snt ) + αn−1ν̄

n
t (15)

where, αn−1 is the corresponding stepsize, which is a significant factor affecting
the convergence of the ADP algorithm. This smoothing factor is considered to be
harmonic represented by αn−1 = a

a+n−1 , a ∈ (0, +∞) where higher amounts of a
slow the rate at which αn drops to zero.

Algorithm 1: An approximate dynamic programming algorithm to solve
the media allocation problem

1 Step 0. Initialization:

2 step 0a : Initialize V̄ 0
t for all states St ;

3 step 0b : Initialize S0 ;

4 step 0b : set n = 1. ;

5 Step 1. Do for t = 1, 2, . . . , T :;

6 step 1a : For all products generate a sample of R (stm, xtm) , ξtm ;

7 step 1b : If c (Xt) > Bt then u (Xt) = 0, otherwise u (Xt) = 1 ;

8 step 1c : With probability (1− p̄n−1), choose the best action and
compute v̄nt (exploitation):

9

v̄nt = max
Xt

u (Xt)

(
y (Snt , Xt) + γ

∑
s,∈S

p(Snt+1 = s,|Snt , Xt)V̄
n−1
t+1 (s,)

)
10 With probability pn−1 choose a random decision and compute v̄nt

(exploration).
11 step 1d : Update the value function V̄ n−1

t (St) using

12 V̄ nt (St) =

{
(1− αn−1)V̄ n−1

t+1 (Snt ) + αn−1v̄
n
t St = Snt

V̄ n−1
t+1 (Snt ) otherwise

13 step 1e : Choose a sample path ωn = (ω̃tm,
_
ωtm)

14 step 1f : Compute St+1 = SM (St, Xt,Wt+1), where Wt+1(ωn) is
new information.

15 Step 2. Increment n to n+ 1. if n ≤ N , go to Step 1.

16 Step 3. Return the value functions, {v̄nt = 1, 2, ..., T}

The presented algorithm works based on value iteration where decisions are made
based on value maximization. However, we can also use different policies which map
system states into defined decisions. A policy is defined as a rule or function that
determines decisions in different states based on given information [33]. Thus, let
Xπ
t be a decision function that determines our action at period t based on policy

π ∈ Π, where Π is the set of policies. We are going to find the best policy π∗

maximizing the total expected sales value over all periods. Regarding the number
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of periods T , our objective function is:

max
π∈Π

E

T∑
t=1

y (St, X
π
t ) (16)

To determine the following states, Xn
t is obtained based on a policy of the model

and a random number added to the state which is considered as exogenous informa-
tion. We solve this algorithm for a fixed policy, and finally a comparison between
different policies is carried out.

5. Numerical example. In this section, we implement the proposed model on a
numerical example to solve the advertising management problem of a selling com-
pany. This company manufactures durable and independent products and aims to
improve its sales by investing money in promotion. For each product, there are
five separate advertising packages of various combinations of media, and managers
must decide either among these packages for each product or do nothing in each
decision period. The time horizon of the problem is one year which is divided into
12 months so that decisions are made at the beginning of each period.

5.1. Parameters and data. Advertising packages considered in this study cost
differently. These packages are shown in Figure 1 that from left to right, arranged
from aggressive to defensive. Moreover, it shows that aggressive packages have
higher costs than defensive ones, and have more significant impacts on sales. For
example, in package 1, which is the most aggressive, 60 percent of the budget is
assigned to TV and radio, 30 percent to outdoor, 5 percent to magazines, and 5
percent to the Internet. In contrast, package 5 targets specified segments and tries
to remain the current market state the same as before. In addition, the company
does not always have to promote its products and can take no action, called inaction
from now on.

The impact of each package on products’ sales volume is shown in Table 1 and Ta-
ble 2, this effectiveness varies among products and depends on life cycle stage, class
of BCG matrix, and competitors’ reactions (i.e., these are deterministic numbers
but intervals between a lower and upper bound). Moreover, competitors’ reaction
relies on our decisions with different probabilities shown in Table 3. It means that
even the current state of the system depends on the action we want to take.

Since the products are durable, the life cycle of products is assumed to be clas-
sic and their curves are included in the Appendix 1, which determines the bounds
between life cycle stages. Value of growth rate (ψt) and relative share market (Ωt)

are obtained by Eq (17) and Eq (18), where total market volume (Γ̂tm) is estimated
(see Appendix 1) using a regression. In the following, as can be seen in Figure 2,
our position in the BCG matrix is determined according to them. Moreover, to
estimate the price of products, two different regressions are applied to real-world
sales data in previous years which is shown in the Appendix 1.
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Figure 1. Costs and budget percentages of each media in the
agency’s advertising packages.

Table 1. Effectiveness of advertising packages according to the
system state for product 1

Product 1

AP 1 AP 2 AP 3 AP 4 AP 5 Inaction

r1 r2 r1 r2 r1 r2 r1 r2 r1 r2 r1 r2
Product Int 1.12 1.26 1.12 1.21 1.20 1.08 1.02 1.20 1.01 1.15 0.98 1.08

life Gr 1.24 1.51 1.30 1.35 1.25 1.38 1.10 1.43 1.09 1.42 0.98 1.18
cycle Ma 1.00 1.20 0.98 1.16 0.96 1.15 0.94 1.13 0.93 1.10 0.80 0.93

Dec 0.90 1.12 0.93 1.05 0.90 1.05 0.88 1.04 0.87 1.01 0.65 0.90
Competitive H-Def 0.83 1.02 0.88 0.93 0.84 0.92 0.79 0.92 0.78 0.87 0.71 0.84

strategy H-Off 0.80 0.86 0.70 0.90 0.68 0.81 0.54 0.89 0.53 0.88 0.55 0.70
L-Def 0.82 0.95 0.80 0.92 0.77 0.88 0.68 0.92 0.67 0.89 0.64 0.78
L-Off 0.80 0.93 0.78 0.90 0.75 0.85 0.65 0.89 0.64 0.86 0.62 0.76

BCG Qus 1.12 1.26 1.11 1.22 1.06 1.16 1.04 1.10 1.01 1.09 0.89 1.09
Matrix Str 1.25 1.52 1.30 1.36 1.25 1.36 1.11 1.44 1.09 1.37 0.95 1.15

C-Co 1.00 1.29 1.00 1.19 0.98 1.21 0.95 1.18 0.93 1.12 0.89 0.98
Dg 1.00 1.04 0.96 1.00 0.94 0.98 0.90 0.95 0.88 0.95 0.72 0.80

Int: Introduction, Gr: Growth, Ma: Maturity, Dec: Decline,
H-Def: High defensive H-Off: High offensive L-def: Low defensive L-Off: Low offensive
Qus: Question marks Str: Stars C-Co: Cash cows Dg: Dogs

ψt =
Γ̂tm −Market volume last year (t)

Market volume last year (t)
(17)

Ωt =
Yt (m)

Γ̂tm
(18)
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Table 2. Effectiveness of advertising packages according to the
system state for product 2

Product 2

AP 1 AP 2 AP 3 AP 4 AP 5 Inaction

r1 r2 r1 r2 r1 r2 r1 r2 r1 r2 r1 r2
Product Int 1.17 1.25 1.14 1.18 1.09 1.20 1.04 1.18 1.03 1.12 0.96 1.03

life Gr 1.32 1.40 1.24 1.42 1.25 1.38 1.12 1.40 1.11 1.39 0.99 1.10
cycle Ma 1.10 1.28 1.14 1.16 1.09 1.17 1.00 1.18 1.00 1.15 0.87 1.00

Dec 0.98 1.03 0.94 1.03 0.90 1.00 0.85 1.00 0.80 1.00 0.77 0.92
Competitive H-Def 0.80 1.04 0.90 0.90 0.86 0.89 0.78 0.92 0.80 0.88 0.73 0.84

strategy H-Off 0.75 0.88 0.73 0.84 0.70 0.82 0.60 0.84 0.55 0.85 0.60 0.69
L-Def 0.77 0.99 0.80 0.90 0.81 0.86 0.76 0.86 0.75 0.83 0.68 0.78
L-Off 0.74 0.94 0.70 0.90 0.75 0.82 0.74 0.80 0.70 0.77 0.62 0.76

BCG Qus 1.18 1.30 1.15 1.20 1.12 1.19 1.06 1.16 1.03 1.12 0.92 1.08
Matrix Str 1.30 1.45 1.25 1.43 1.26 1.39 1.13 1.31 1.12 1.21 0.98 1.05

C-Co 1.14 1.24 1.14 1.18 1.12 1.17 1.06 1.15 1.04 1.12 0.90 0.99
Dg 1.00 1.10 0.98 1.05 0.96 1.04 0.90 0.99 0.91 0.95 0.68 0.88

Table 3. Competitors’ reactions probabilities

Product 1 Product 2

AP 1 AP 2 AP 3 AP 4 AP 5 Inaction AP 1 AP 2 AP 3 AP 4 AP 5 Inaction
H-Def 0.15 0.2 0.22 0.21 0.25 0.3 0.18 0.2 0.21 0.23 0.26 0.32
H-Off 0.35 0.3 0.22 0.14 0.12 0.3 0.3 0.25 0.19 0.12 0.1 0.16
L-Def 0.3 0.3 0.3 0.34 0.36 0.2 0.2 0.35 0.33 0.3 0.24 0.23
L-Off 0.2 0.2 0.26 0.31 0.27 0.2 0.32 0.2 0.27 0.35 0.4 0.29

Figure 2. The BCG matrix of the company studied and its parameters

To evaluate the results, since our approach is model-based (i.e., we have access to
dynamics of the environment) we only need to simulate the algorithm but not the
environment. After having formulated our algorithm and adjust the parameters for
our numerical example, we solve the problem using a dual Intel Core i3-7100 CPU
3.90 GHz workstation having 4 gigabytes of RAM and Python 3.6. In the following,
we present the numerical results in addition to insights that our interpretation of
the learned optimal policies and value functions.

5.2. Computational results. To find a converged answer, we let the algorithm
run for 30 million iterations, where in each state, decisions are made basically
according to the expectation maximization of the value function, and also a small
percentage of decisions are chosen randomly to update the possible states. As a
result, the amount of stepsize is considered fairly significant to explore more in initial
iterations and exploit more in the last iterations. In other words, the algorithm is
converged when the most probable states get updated several times. The results are
shown in Figure 3 where the objective value levels off just after 1 × 107 iterations
at around 4.05× 104, which shows the total revenue over time.
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Figure 3. Appropriate number of iterations to get a converged answer

5.2.1. Step size and exploration. As said in section 4.4, we utilize a harmonic step-
size rule in the look-up table ADP algorithm. Due to the high impact of stepsize
on the convergence of the model, we plot the approximate value function up to 10
million iterations, under the harmonic stepsize rule with different amounts its pa-
rameter. Moreover, different probabilities of random decisions have been considered
to find an appropriate amount of p and avoid local answers.

In Figure 4, compression between the different amount of parameters a and b
is carried out, and as it can be seen when a is small (e.g., a = 1.5 Million and
b = 750 Thousand), the algorithm generally does not perform well enough and
can converge to a local optimum, as the stepsize decreases to a small number too
fast. A larger value of the parameter a prevents the stepsize from dropping too
fast and helps to create a better convergence. However, the too large amount of a
generates a long stream of large stepsizes which causes fluctuation in the answers
as it is highly sensitive to new observations. In general, an appropriate value of
the parameter a depends on the number of iterations and the expected rate of
convergence. Moreover, this figure shows that lower amounts of b, which means to
go further based on the best decision, leads to local answers. The reason is that the
algorithm chooses the states that are obtained by the best actions and updates the
same states in different iterations, meaning that many states are not updated. On
the other hand, a substantial value of b causes a significant fluctuation at beginning
iterations due to a high probability of making random decisions.

In each stage, decisions are made according to the state of the system. Although
there are a massive number of states in our model, we just consider those that
have been updated more than a certain number. In the following, the percentage
of selected decisions in different periods is shown in Figure 5 for product 1 and
product 2. As can be seen, in the first period, decisions are certain because the
system’s state is precisely known. However, in the following stages, decisions can
be varied according to uncertainties considered in our problem. Aggressive packages
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have been roughly chosen in the middle stages which are matched with the high
price and life cycle stage (see Appendix 1).

Figure 4. Sales volume with different number of parameters a and b

Concerning different costs and effectiveness of the packages, we plot the average
cost and added value function during the time. The additional value of each stage
is the difference between the current value and the previous one, which shows the
value is made by decisions in this stage. What stands out from Figure 6 is that
the majority of the budget is assigned in the middle stages and therefore a more
prominent profit is made in these stages which can be justified according to the
price and life cycle diagrams, as the price and the sale volume are both significantly
large in middle stages which convinces the model to assign more budget then. Also,
it is specified that the average cost for product 2 is more significant than that of
product 1.

One of the most critical factors in our problem is the budget and accordingly, we
plot the percentage of decisions for both products, as shown in Figure 7. As can be
seen, when the budget is high enough, the model chose more aggressive packages for
product 2. However, aggressive packages for product 1 are mostly chosen in middle
budget levels.
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Figure 5. Percentage of selected advertising packages in each period

Figure 6. Costs and additional value in each period
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Figure 7. Percentage of selected advertising packages in different
budget levels

In addition to applying the AV I approach to our problem, we utilize an API
algorithm to discuss the results for different policies and obtain the most appropriate
one. In such a way, decisions are made based on a certain policy; for example,
price policy is a rule based on which decisions are made, and other factors are not
considered. In this paper, we solve the problem with four different policies that are
as follows: a. life cycle policy, b. BCG policy, c. competitors’ reaction policy, and
d. price policy. Moreover, in all these policies, budget constraint is also considered.
Finally, the algorithm is solved for policies, and its results are shown in Figure
8, where competitors’ reaction policy has the best result, and life cycle and price
policies are closed to it but BCG policy yields poor results.

5.2.2. Evaluation. To evaluate the proposed method, we compare the results with a
heuristic approach under simplified circumstances. We employ a genetic algorithm
to make advertising decisions (i.e., selecting an advertising package among available
options at the beginning of each decision time step), assuming that our actions have
no effect on competitors’ actions, and for the sake of simplicity, instead of stochastic
pay off of each action we consider a deterministic – an expected – value. To do so, we
restrict the decisions to a limited budget shared among the whole period, and also,
we put an upper bound for the market share to avoid unrealistic results caused by
independent reactions of competitors (See Appendix 2 for more details). Using the
genetic algorithm, we assume that, the possibilities are fixed, competitors have been
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removed and for each product, a maximum of 10% of the total market is allocated.
Figure 9 shows the comparison between the results by of proposed approach –
ADP – and a genetic algorithm. The genetic algorithm converges extremely fast
while ADP needs a higher number of iterations (i.e., due to the exploration and
exploitation strategies). Finally, both methods converge to the same objective value
indicating the fact that after training, policies of ADP are approximately optimal.
However, in practical cases, where the uncertainty of payoffs is significantly high
and players are interconnected, we need a dynamic approach like ADP which is
reliable even in a highly uncertain environment.

6. Conclusion. This study develops a multi-period advertising budget allocation
for different products with the aim of maximizing the total profits. To make the
best decision, we consider four primary marketing factors: life cycle, BCG matrix,
competitors’ reaction, and available budget. We assume that there are multiple in-
dependent products with different price profiles sharing the same advertising budget
and to avoid semi-optimal answers, decisions for all products must be taken jointly.
The most challenging parts of this problem are its dynamic nature and considerable
uncertainties in real-world cases in addition to the huge size of the problem. To deal
with them, we envelope an ADP algorithm to optimally plan marketing decisions
in such a stochastic environment.

Figure 8. A comparison between different policies
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Figure 9. Comparison between the results by our proposed ap-
proach – ADP – and a genetic algorithm

Next, a case study is presented for two products and twelve-time steps (i.e.,
monthly) when decisions are chosen among five different advertising packages. This
problem is first solved using AV I algorithm and the results indicate that it converges
successfully to the optimal solution. The model majorly allocates more budget to
product 2 rather than product 1 due to its special price profile, life cycle, and the
effectiveness of packages for the product. With respect to the time, it can be seen
that more aggressive packages were selected in the middle stages to impact as much
as possible.

To give more satisfactory answers to the managers, we introduce several rule-
based policies (e.g., a price-based policy selects packages just based on the prices
of products) and compare them together and with the proposed model. In our
problem, the life cycle and competitor policies seem to gain more desired results than
others. Finally, to validate the model, the results are assessed against a heuristic
algorithm considering simplified assumptions, showing that our approach yields the
optimal solutions.

Future studies are recommended to consider other factors such as the time of
introducing the new product, pricing policies, inflation, and unexpected events. Re-
garding the methodology, this work could be improved by developing multi-agent
learners competing with each other in a shared market instead of modeling competi-
tor’s reactions as exogenous information. Also using model-free algorithms such as
reinforcement learning could add more values in the case of complex and unknown
reward and transition functions.

Appendixes.

Appendix 1. Classical life cycle is included four stages based on sales volume of
each products that is shown in Figure 10. Note that for each of these product initial
sales has been considered at the beginning of planning time horizon.
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Table 4. The market volume over the past year and estimation
for future periods

Periods 1 2 3 4 5 6 7 8 9 10 11 12
MV 3.18* 2.36 2.15 2.24 2.13 1.90 1.64 1.49 1.36 1.37 1.53 2.27

MV(LY) 2.88* 2.07 1.85 1.98 1.88 1.70 1.50 1.45 1.43 1.49 1.69 2.47
∗:×104, MV: Market value, MV(LY): Market volume last year.

Figure 10. Classical life cycle curves

Statistics in Table 4 show the estimation of monthly total market volume for the
planning horizon and the actual corresponding amount for previous year, which is
used to determine BCG matrix class in the proposed model.

Figure 11 (a) and (b) indicate the price changes over the course of time. It can
be seen that for both products, having increased at first the price is followed with
a decline after almost 6th month.
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Table 5. Policy 1 based on budget and life cycle stages

Budget bound Product 1 Product 2

Int Gr Ma Dec Int Gr Ma Dec
0-20 AP 5 AP 4 AP 3 AP 2 AP 5 AP 4 AP 3 AP 3
20-40 AP 4 AP 3 AP 2 AP 2 AP 4 AP 3 AP 3 AP 2
40-60 AP 3 AP 2 AP 2 AP 1 AP 3 AP 3 AP 2 AP 1
60-80 AP 2 AP 1 AP 1 AP 1 AP 2 AP 2 AP 1 AP 1
80-100 AP 2 AP 1 AP 1 AP 1 AP 1 AP 1 AP 1 AP 1

Figure 11. Price forecast regression in 12 future decision periods

Through Table 5 to Table 8, different policies used in our model is given deter-
mining that in various states which package should be chosen. In addition to the
system budget all these policies are based on one of the contributing factors such
as life cycle, competitor’s reaction, BCG matrix and price level.

Appendix 2. We use a classical genetic algorithm in this paper to benchmark the
proposed approach against a heuristic decision-making strategy. We first initialize
the first generation with a random uniform selection of product advertising package
1 and 2 for 12 periods sets generated between 0 and 5. An example is showed in
Figure 12.
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Table 6. Policy 2 based on budget and competitors’ reaction

Budget bound Product 1 Product 2

H-Def H-Off L-Def L-Off H-Def H-Off L-Def L-Off
0-20 AP 5 AP 4 AP 5 AP 4 AP 5 AP 3 AP 4 AP 4
20-40 AP 5 AP 3 AP 4 AP 3 AP 4 AP 3 AP 3 AP 3
40-60 AP 4 AP 2 AP 3 AP 3 AP 3 AP 2 AP 2 AP 3
60-80 AP 3 AP 2 AP 2 AP 2 AP 2 AP 1 AP 2 AP 1
80-100 AP 2 AP 1 AP 2 AP 2 AP 1 AP 1 AP 1 AP 1

Table 7. Policy 3 based on budget and BCG matrix class

Budget bound Product 1 Product 2

Qus Str C-Co Dg Qus Str C-Co Dg
0-20 AP 5 AP 5 AP 5 AP 5 AP 2 AP 2 AP 5 AP 5
20-40 AP 5 AP 4 AP 5 AP 4 AP 1 AP 1 AP 4 AP 4
40-60 AP 4 AP 3 AP 4 AP 2 AP 1 AP 1 AP 4 AP 3
60-80 AP 3 AP 2 AP 3 AP 1 AP 1 AP 1 AP 3 AP 2
80-100 AP 2 AP 1 AP 2 AP 1 AP 1 AP 1 AP 2 AP 1

Table 8. Policy 4 based on budget and price product

Budget bound Product 1 (price) Product 2 (price)

[0, 1.67] [1.67, 1.73] [1.73, +∞) [0, 2.4] [2.4, 2.47] [2.47, +∞)
0-20 AP 5 AP 4 AP 3 AP 5 AP 5 AP 3
20-40 AP 5 AP 4 AP 2 AP 5 AP 4 AP 3
40-60 AP 4 AP 3 AP 2 AP 4 AP 3 AP 2
60-80 AP 4 AP 3 AP 2 AP 3 AP 2 AP 1
80-100 AP 3 AP 2 AP 1 AP 3 AP 1 AP 1

Figure 12. An example of initial chromosomes for two products

To evaluate each chromosome, we use a fitness function that firstly checks the
feasibility of randomly generated answers regarding the budget constraint (we re-
generate the infeasible chromosomes to find the possible ones). After that, sales
value (fitness value), product life cycle and BCG matrix are determined for each
product. To consider the effect of each package on the sales values we use a deter-
ministic efficiency (i.e., the average of interval efficiency). Another modification is
that we consider the competitors’ reaction impact as a static factor. The genetic
algorithm selects the parents among high value chromosomes to create the next
generation (i.e., this selection is based on a probability function, the higher fitness
function, the higher chance for selecting as a parent). To generate new chromo-
somes, we consider four crossover function. The first one is a four-point crossover,
where each gene is three cuts, and their average is considered as new values (see
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Figure 13). The second one is a point averaging, where parents are combined to-
gether and individual rounded average for each gene is considered (see Figure 14).
The third one is chromosome symmetry, where genes are mirrored based on the one
in the middle. Finally, the fourth one is a strand crossover; we exchange the string
of products (see Figure 15).

Figure 13. A four-point crossover example

Figure 14. A point average crossover example
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Figure 15. A strand crossover example
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