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Abstract
This article proposes an event-triggered control framework to satisfy the tracking formation performance for a group of
uncertain non-linear n-link robotic manipulators. The robotic manipulators are configured as a multi-agent system and
they communicate over a directed graph (digraph). Furthermore, the non-linear robotic manipulator-multi-agent systems
are subject to stochastic environmental loads. By introducing extra virtual controllers in the final step of the backstep-
ping design, a total number of n event-triggering mechanisms are introduced independently for each link of all the robotic
manipulator agents to update the control inputs in a fully distributed manner. More precisely, the actuator of each link of
a particular agent is capable of being updated independent of other link actuator updates. A rigorous proof of the con-
vergence of all the closed-loop signals in probability is then given and the Zeno phenomenon is excluded for the control
event-triggered architectures. The simulation experiments finally quantify the effectiveness of proposed approach in
terms of reducing the number of control updates and handling the stochastic environmental loads.
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Introduction

With the development of communication architecture,
network infrastructure, and computer technology, the
distributed control of multi-agent systems (MASs) has
been attracted much attention in the past several years.
So far, the stability analysis of linear MASs is widely
studied by introducing different control frameworks
(see, for instance, Li et al.1,2). However, the dynamics
of almost all real-world systems are intrinsically non-
linear including considerable uncertain terms caused by
different internal or environmental forces and factors.3

We also have to point out that some of the very impor-
tant physical systems including robot manipulators
(RMs), mobile robots, and spacecraft are modeled by a
practical sub-class of non-linear systems called Euler–
Lagrange (EL) dynamics. The trajectory tracking
control of an EL system is considered in Yao4 which
guaranteed the prescribed performance subject to exter-
nal disturbances, uncertainties, and actuator satura-
tion. In Aghaei et al.,5 a real-world application of
Markov chain Monte Carlo method for Bayesian

trajectory control of an RM is studied. An adaptive
neural control scheme is also studied for a single agent
RM including motor dynamics in Shojaei et al.6 to deal
with model uncertainties while the prescribed perfor-
mance is guaranteed.

The control of cooperative non-linear EL-MASs,
however, has been a high referral topic in the fields of
applied mathematics and control systems due to exten-
sive use in real-world applications. The formation con-
trol of robot agents7 and the consensus of multiple
robots8 are among the widely used applications of such
problem formulations in the industry. The cooperative
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performance of EL-MASs has been discussed from dif-
ferent points of view. Nevertheless, the shortcomings of
prior methods can roughly be categorized into the fol-
lowing clusters (i.e. C1–C4):

C1: in some studied methods, each agent is supposed
to access to global information regarding the Laplacian
matrix of networked system. However, for a large-scale
MAS, the accessibility to global information of net-
worked system is a limiting factor. Furthermore, the
relative velocity measurements between neighbor
agents are usually difficult to obtain in practice; how-
beit, the reported results in some precedent research
papers rely explicitly on these measurements. For
example, the distributed containment approaches for
networked EL systems in Meng et al.9 and Mei et al.10

depend on the relative velocity measurements among
the agents and the network Laplacian matrix.
C2: we have to note that the environmental distur-
bances induced by different factors certainly degrade
the overall performance of real applications and in
some cases give rise to instability and even system dam-
age. As a matter of fact, environmental disturbances
contain stochastic components in practice and the pres-
ence of stochastic disturbances is unavoidable in practi-
cal situations. For instance, the RM systems are often
used in industrial environments, that are subject to ran-
dom disturbances. The distributed control of net-
worked EL-MASs subject to stochastic environmental
loads is investigated in Shahvali and Shojaei.11

C3: moreover, most of the studied control architectures
in the literature so far suffer from time-scheduled con-
trol frameworks. This causes high-frequency control
updates and unnecessary data transmissions. In recent
years, by introducing the concept of networked control
systems (NCSs), the limited on-board energy resources
allocated to a system have become a major concern
more than ever.12 This necessitates strategies that
reduce processing such as state measurements and con-
trol input updates.13 To reduce the number of control
updates and burden of communication, the event-
triggered control (ETC) scheme is introduced in recent
years.14 More understandably, data are transmitted
over network or the actuators are updated only if a
triggering condition is satisfied in ETC architectures.
The ETC approach is also used in networked Euler–
Lagrangian problem formulations.15–17 An event-
triggered (ET) robust trajectory tracking control archi-
tecture is studied for a class of uncertain EL systems in
Kumari et al.15 A fuzzy adaptive fault-tolerant ETC
approach is studied in Diao et al.16 to satisfy the finite-
time tracking of single-link flexible-joint robot systems.
By utilizing an ETC approach in Bu et al.,17 the net-
worked tracking problem is investigated for an RM
subject to system uncertainties and external distur-
bance. However, a single RM problem formulation is
considered in Kumari et al.,15 Diao et al.,16 and Bu
et al.17 and the cooperative performance of a net-
worked MAS is not delved into.

The ETC approach is widely used for the consensus
of linear MASs (see, for instance, Dimarogonas et al.,14

Li et al.,18 and Hu et al.19). Having analyzed the dis-
tributed ETC architectures in linear MASs, the ET
scheme is also employed in investigating different appli-
cations in non-linear MASs.20–24 In Wang et al.,20 an
ET scheme is developed for backstepping consensus of
non-linear MASs in which, fuzzy state observers are
introduced to estimate the unavailable information of
neighbor agents. The problem of containment control
is considered in Zhou et al.21 for non-linear stochastic
MASs by utilizing the backstepping approach and
introducing an ET scheme. In Zhou et al.,22 a class of
non-linear MASs is considered and the problem of
bipartite containment is investigated using the back-
stepping approach by introducing an ET rule. In
Zhang et al.,23 the containment problem is investigated
by introducing ET mechanisms for a class of strict-
feedback non-linear MASs. A class of non-strict-
feedback MASs is also considered in Wang et al.24 and
the consensus is reached by introducing ET mechan-
isms and utilizing the neural networks (NNs) to
approximate the unknown dynamics of agents.

So far, some research studies have addressed the
ETC problem of multiple EL systems.25–29 A discrete-
time ET sliding mode framework is studied in Patel
and Mehta25 for the leader–following consensus of dis-
crete homogeneous MASs. A distributed ETC frame-
work is introduced for the leader–follower consensus of
EL networked agents in Liu et al.26 However, the inves-
tigated approach in Liu et al.26 depends on the relative
velocity measurements among the agents. In Yao
et al.,27 a network of EL agents is considered and the
synchronization control problem is investigated by
introducing ET architectures in the presence of time-
varying disturbances. In Xu et al.,28 an ETC approach
is studied for the distributed tracking control of EL
agents. The leaderless synchronization of EL-MASs is
also investigated in Xu et al.29 by utilizing an ET con-
trol approach. Although that time-varying external dis-
turbances are considered and compensated in Yao
et al.27 and Xu et al.,29 these external disturbances are
assumed to be deterministic. As mentioned before,
environmental disturbances contain stochastic compo-
nents in practice and the deterministic control architec-
tures such as in Yao et al.27 and Xu et al.29 are not
applicable in the presence of stochastic disturbances
and they lead to instability in most cases. In addition,
the proposed ET control frameworks in Liu et al.,26

Yao et al.,27 and Xu et al.28,29 depend on the global
information of the network which is discussed to be a
limiting factor.

We have to point out here that among the aspects of
controlling the cooperative MASs, formation control
of multiple agents aims at achieving and maintaining a
desired configuration between the interconnected sys-
tems while trying to perform a predefined task. Here,
some existing results on formation control for multiple
EL systems are reviewed as follows. The formation of a
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group of mobile robots is considered in Qin et al.30 by
utilizing the model predictive control approach. In
Shojaei,31 an adaptive neural proportional–integral–
derivative (PID) control framework is introduced for
the leader–following formation of a class of EL-MASs
subject to unmodeled dynamics, uncertain parameters,
and external disturbances. The ET control frameworks
are also considered in investigating the formation of
different forms of EL-MASs.32–34

C4: in considering the ET control frameworks for n-
link RM-MASs, the actuator levels of all manipulating
links are simultaneously updated in previous studies.
However, this results in redundant execution of events
for some particular links that are working properly in
accordance with the control objectives. More under-
standably, since the triggering condition for the actua-
tor updates is dependent on the norm of all the
tracking errors, some manipulating links experience
unnecessary updates due to inability of a few other
links to show an appropriate tracking performance.
Therefore, introducing an ET framework in which each
manipulating link can independently update its actua-
tor according to a triggering condition regardless of the
value and update instants of other links is a topic of
interest. In this case, a total number of n triggering
thresholds are designed for each follower RM that are
working independently instead of one centralized trig-
gering rule for all the links.

Motivated by the investigated works in the existing
literature, this article proposes a fully distributed ETC
framework to satisfy the tracking formation of n-link
RM-MASs. The main features of our proposed
framework are listed as follows. (1) A fully distributed
ET control scheme is developed for the tracking forma-
tion of RM-MASs regardless of the global information
such as the eigenvalues of descriptor matrices associ-
ated with the communication network. Furthermore,
the ET mechanisms are designed such that each manip-
ulating link can independently update its actuator
according to a triggering condition regardless of the
value and update instants of other links. More pre-
cisely, a total number of n triggering thresholds are
designed for each n-link follower RM that are working
independently instead of one centralized triggering rule
for all the links. (2) Since the measurement and trans-
mission of relative velocity among any two agents is
more difficult compared to the absolute velocity mea-
surements, this article proposes a fully distributed ET
framework which does not rely on the relative velocity
measurements of RM-MASs. (3) The fully distributed
ET control scheme is developed for RM-MASs where
the differential variation of kinetics is denoted by sto-
chastic differential equation including standard Wiener
process which makes the problem formulation much
more challenging and practical.

The remaining article is organized as follows. First,
we introduce the preliminaries and formulate the

problem. Next, the design and analysis of the fully dis-
tributed ETC problem are investigated. Then, we study
the effectiveness of our proposed method by the simu-
lation results. Finally, the final section concludes this
article and provides some future directions.

Preliminaries and problem formulation

Notations

Throughout the article, matrices and vectors are
denoted in the bold font and scalars by normal font. R
is the set of real scalars; Rø 0(R. 0) is the set of non-
negative strict positive real scalars; Rn is the set of real
column vectors with dimension n; jxj is the absolute
value of x 2 R; T is the transpose of vector or square
matrix; lm(�) and lM(�) are the minimum and maxi-
mum eigenvalues of their arguments, respectively.

Graph theory

Let G :=(V,E,A) be a directed graph (digraph) of N
followers, where V := fvi : i=1, :::,Ng and
E := f(vi, vj) 2 V3Vg are, respectively, the set of finite
followers and the set of directed arcs, and
A := ½ai, j� 2 R

N3N
ø 0 is the follower adjacency (or con-

nectivity) matrix with element ai, j =0 if (vj, vi) 62 E,
otherwise for i 6¼ j, ai, j 2 R. 0. For 8i, let ai, i =0,
which implies there is no information flow from a fol-
lower to itself. The element ai, j 2 R. 0 means that ith
follower can directly access to information of jth fol-
lower. The input-degree matrix is D := diag½d1, :::, dN�
2 R

N3N
ø 0 with di :=

PN
j=1 ai, j. The definition of

Laplacian matrix is given by
L :=D� A= ½li, j� 2 R

N3N. A digraph is said to
include a directed spanning tree if there exists a directed
path from a follower (named root) to other followers.
In similar way, bi =0 if the ith agent is receiving the
leaders information, otherwise bi 2 R. 0.

NNs

There exists a radial basis function neural network
(RBFNN) for any continuous function g(Z) : O! R

such that35

g Zð Þ=WTϕ Zð Þ+R Zð Þ ð1Þ

where W= ½W1, :::,Wr�T 2 R
r denotes the ideal NN

weight vector which minimizes approximation error
R(Z) over O � R

n. The number of NN nodes is also
denoted by r. 1.

Furthermore, ϕ (Z)= ½u1(Z), :::,ur(Z)�T 2 R
r denotes

the activation vector of Gaussian basis functions. The
approximation error is also denoted by R(Z) and satisfies
jR(Z)j\ e, where e is an unknown positive scalar.

The dynamics of a scalar stochastic non-linear sys-
tem is described by36
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dx= h x, tð Þdt+ Q x, tð Þdw ð2Þ

where the state of system is x 2 R. An independent
standard Wiener process of dimension r is denoted by
w. Furthermore, h : R3Rø 0 ! R and Q : R3

Rø 0 ! R
13 r are locally Lipschitz continuous in x 2 R.

In what follows, we present the definition of pth
moment semi-globally uniformly ultimately bounded-
ness (SGUUB) of a particular stochastic system defined
in equation (2).

Definition 1. For the stochastic dynamics equation (2),
the system trajectory (i.e. x(t), tø 0) is pth moment
SGUUB if for any initial condition x(t0) and some
compact set O � R, there exists sufficiently small scalar
v . 0 and finite-time set T(x(t0),v) such that
8t. t0 +T we have37

E x tð Þj jp½ �\ v

where E½�� denotes the mathematical exception
operator.

Remark 1. In particular, when p=2, the content of
Definition 1, results in SGUUB in mean square.

The following two Lemmas are used in the proce-
dure of investigating the possible solutions of a given
system described by stochastic differential equations
including standard Wiener process.

Lemma 1. Let a C2 function V (x(t)) is defined over the
stochastic system (2).38 Then, the infinite generator of
V (x(t)) denoted by L V (x(t)) is derived as

L V x tð Þð Þ= ∂V

∂x
h x, tð Þ+ 1

2
Tr Q T x, tð Þ ∂

2V

∂x2
Q x, tð Þ

� �
ð3Þ

Lemma 2. Suppose that a C2 function V (x(t)) :
R! Rø 0 is defined. If there exist class K‘ functions
§1(�) and §2(�), two positive constants c1 and c2 such
that 8x(t) 2 R and 8tø t0 ø 0, we have39

§1 jx(t)jð Þł V x tð Þð Þł §2 jx tð Þjð Þ
L V x tð Þð Þł � c1V x tð Þð Þ+ c2

�
ð4Þ

then there exists a unique strong solution of the system
(2) for each x(t0) 2 R which satisfies

E V x tð Þð Þ½ �ł e�c1 t�t0ð ÞV x t0ð Þð Þ+ c2
c1

ð5Þ

The following Lemma is also of much importance in
the stability analysis of different classes of non-linear
systems.

Lemma 3 (Young’s inequality). For any vector set
(s1, s2) 2 R

n, the following inequality holds37

sT1 s2 ł
ec

c
s1k kc +

1

ded
s2k kd

where e . 0, c. 1, d. 1, and (c� 1)(d� 1)=1.

Property 1. For any real positive constant -1 and real
number -2, the following inequality holds true

-2j j\
-2

2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
-2

2 +-2
1

q +-1

Problem definition

A networked group of n-link RMs is supposed to
follow a desired trajectory while trying to maintain
a predetermined formation among themselves. Let

qi, 1 = ½q
½1�
i, 1, q

½2�
i, 1, . . . , q

½n�
i, 1�

T 2 R
n and qi, 2 = ½q

½1�
i, 2, q

½2�
i, 2,

. . . , q
½n�
i, 2�

T 2 R
n denote, respectively, the joint position

and velocity vectors for ith RM, 8i=1, :::,N with
respect to the ith link of each manipulator. Then, the
dynamics of each RM follower agent is described by
the following stochastic differential equations

dqi, 1 = qi, 2dt

dqi, 2 = M �1
i �Ci qi, 1, qi, 2

� �
qi, 2 �Di qi, 1

� �
qi, 2

�
�Gi qi, 1

� �
+ ui

	
dt+ G i qi, 2, t

� �
dw

8<
: ð6Þ

where ui = ½u½1�i , u
½2�
i , . . . , u

½n�
i �

T 2 R
n denotes the input

torque. The exogenous environmental disturbances vec-
tor is expressed by w which is an independent standard
Wiener process of dimension r. In addition,
G i(qi, 2, t) : Rn 3Rø 0 ! R

n3 r is an unknown locally
Lipschitz function in qi, 2.

Property 2. The inertia matrix M i is always symmetric
positive-definite with the following properties

M i = M T
i . 0

min lm M if gð Þ hk k2 ł hTM ihłmax lM M if gð Þ hk k2
8h 2 R

n

min lm M if gð Þłmax lM M if gð Þ\ ‘

8>><
>>:

The total Coriolis and centripetal acceleration matrix
is denoted by Ci(qi, 1, qi, 2), and moreover, the damping
matrix is Di(qi, 1). Furthermore, Gi(qi, 1) is the vector of
the gravity effects.
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Property 3. The following features are preserved for the
total Coriolis and centripetal acceleration and the
damping matrices

Ci = � CT
i ,Di =DT

i . 0
hT _M i � 2Ci

� �
h=0, 8h 2 R

n

min lm Dif gð Þ hk k2 ł hTDihłmax lM Dif gð Þ hk k2
8h 2 R

n

min lm Dif gð Þłmax lM Dif gð Þ\ ‘

8>>>><
>>>>:

Property 4. For the gravity effect vector, one has
k Gi(qi, 1) k ł gg, where gg is an unknown positive
constant.

In what follows, the content of Definition 1 is gener-
alized to obtain cooperatively semi-globally uniformly
ultimately boundedness (CSGUUB) of closed-loop sys-
tem (6) when the RM team is supposed to maintain a
desired formation among themselves.

Definition 2. Suppose that for the ith agent, the
predetermined desired formation position with respect
to the leader is denoted by �hi 2 R

n, where

�hi = ½�h
½1�
i , �h

½2�
i , . . . , �h

½n�
i �

T. In addition, consider that

qr, 1 = ½q
½1�
r, 1, q

½2�
r, 1, . . . , q

½n�
r, 1�

T 2 R
n is the reference trajec-

tory to be followed by the RMs. Then, under the con-
trol protocol ui(t), a group of stochastic RMs equation
(6) is said pth moment CSGUUB while maintained the
predefined formation among the agents, if for any ini-
tial states qi, 1(t0) 2 R

n and qi, 2(t0) 2 R
n, there exists

sufficiently small scalar v . 0 and finite-time set
Ti(qi, 1(t0), qi, 2(t0),v) such that

E q
½i�
i, 1 tð Þ � �h

½i�
i tð Þ � q

½i�
r, 1 tð Þ




 


ph i
\ v, 8t. t0 +Ti ð7Þ

for all i=1, . . . , n and i=1, 2, . . . ,N.

Remark 2. The RM systems are often used in industrial
environments that are subject to random disturbances.
Actually, the environmental stochastic disturbances
induced by different factors certainly degrade the over-
all performance of real applications and in some cases
give rise to instability and even system damage. If
dw=dt is bounded, the problem is formulated as deter-
ministic control of RMs. In deterministic problems,
suptø 0 k dw=dt k is well-defined. However, as men-
tioned before, the environmental disturbances contain
in fact stochastic components. In this case, is
unbounded and w(t) is considered as a standard
Wiener process. The deterministic control architectures
are not applicable in stochastic cases and they lead to
instability in most cases.

Assumption 1. The desired reference trajectory and the
predetermined formation position with respect to the
leader are bounded, deterministic and they also satisfy
q
½i�
r, 1(t) 2 C2 and �h

½i�
i (t) 2 C2.

Design and analysis

We now define the formation error vector zi, 1 as

zi, 1 = ½z
½1�
i, 1, z

½2�
i, 1, . . . , z

½n�
i, 1�

T. The ith element of ith RM

formation error (i.e. z
½i�
i, 1) is then written as

z
½i�
i, 1 =

X
j2Ni

ai, j q
½i�
i, 1 tð Þ � q

½i�
j, 1 tð Þ � h

½i�
i, j tð Þ

� �

+ bi q
½i�
i, 1 tð Þ � q

½i�
r, 1 tð Þ � �h

½i�
i tð Þ

� � ð8Þ

where, h
½i�
i, j(t)= �h

½i�
i (t)� �h

½i�
j (t) 2 R, for i=1, . . . ,N and

i=1, . . . , n.
The following stochastic differential equation is then

derived

dz
½i�
i, 1 =

X
j2Ni

ai, j q
½i�
i, 2 tð Þ � q

½i�
j, 2 tð Þ � _h

½i�
i, j tð Þ

� �"

+ bi q
½i�
i, 2 tð Þ � _q

½i�
r, 1 tð Þ � _�h

½i�
i tð Þ

� �i
dt

ð9Þ

Furthermore, the second surface of error is defined
as

zi, 2 = qi, 2 � ai, 1

where zi, 2 = ½z
½1�
i, 2, z

½2�
i, 2, . . . , z

½n�
i, 2�

T. In addition,

ai, 1 = ½a½1�i, 1, a
½2�
i, 1, . . . , a

½n�
i, 1�

T is a virtual control vector

to be designed. The ith element of the second surface
of error for the ith RM is then derived as

z
½i�
i, 2 = q

½i�
i, 2 � a

½i�
i, 1 ð10Þ

Now, a Lyapunov function candidate is constructed
as

V i, 1 =
1

2

Xn
i=1

z
½i�2
i, 1 ð11Þ

From graph theory, we know that the input-degree
matrix is denoted by D := diag½d1, :::, dN� 2 R

N3N
ø 0

with di :=
PN

j=1 ai, j. Then, by taking into account
the second layer error in equation (10), and accord-
ing to equation (3), the Lyapunov function candi-
date equation (11) results in the following infinite
generator

Azarbahram et al. 5



L V i, 1 =
Xn
i=1

z
½i�
i, 1 di + bið Þ z

½i�
i, 2 +a

½i�
i, 1

� �
� bi _q

½i�
r, 1

h

�di _h½i�i, j tð Þ � bi _�h
½i�
i tð Þ �

X
j2Ni

ai, j q
½i�
j, 2 tð Þ

� �#

ð12Þ

The virtual control is now designed as

a
½i�
i, 1 tð Þ= 1

di + bið Þ �K
½i�
i, 1z
½i�
i, 1 + bi _q

½i�
r, 1 + di _h

½i�
i, j tð Þ

h

+ bi _�h
½i�
i tð Þ+

X
j2Ni

ai, j q
½i�
j, 2 tð Þ

� �#

ð13Þ

where K
½i�
i, 1 for i=1, . . . ,N and i=1, . . . , n is a control

gain constant to be chosen appropriately.
The kinetics in equation (6) can be rewritten as

dqi, 2 = gi, 1 qi, 1, qi, 2
� �

� �G qi, 1
� �

+ �ui
� 	

dt

+ G i qi, 2, t
� �

dw
ð14Þ

where

gi, 1 :ð Þ= M �1
i �Ci qi, 1, qi, 2

� �
qi, 2 �Di qi, 1

� �
qi, 2

� �

Furthermore

�Gi qi, 1
� �

= M �1
i Gi qi, 1

� �

and �ui = M �1
i ui with �ui = ½�u½1�, �u½2�, . . . , �u½n��T.

In addition, �Gi(qi, 1)= ½ �G
½1�
i , �G

½2�
i , . . . , �G

½n�
i �

T and

gi, 1(:)= ½g
½1�
i, 1, g

½2�
i, 1, . . . , g

½n�
i, 1�

T.

We expand the Lyapunov function candidate to
have

V i, 2 = V i, 1 +
1

4

Xn
i=1

z
½i�4
i, 2 : ð15Þ

Denote the ith row of G i by G T
i, i. From Lemma 3,

one deduces that

di + bið Þ
Xn
i=1

z
½i�
i, 1z
½i�
i, 2 ł

di + bi
2

Xn
i=1

z
½i�2
i, 1 +

Xn
i=1

z
½i�2
i, 2

 !

Now, by taking equations (13) and (14), and the
aforementioned statements into account, the following
holds true by applying Lemma 1

L V i, 2 ł �
Xn
i=1

K
½i�
i, 1 �

di + bi
2


 �
z
½i�2
i, 1 +

di + bi
2

Xn
i=1

z
½i�2
i, 2

+
Xn
i=1

z
½i�3
i, 2 g

½i�
i, 1 � �G

½i�
i + �u

½i�
i � L a

½i�
i, 1

h i

+
3

2

Xn
i=1

z
½i�2
i, 2 G T

i, i

�� ��2
ð16Þ

Define an unknown function of the form

g
½i�
i, 2 :ð Þ= g

½i�
i, 1 � L a

½i�
i, 1 ð17Þ

The NNs’ approach is utilized to approximate g
½i�
i, 2(:)

such that for positive constants e
½i�
i , one has

g
½i�
i, 2 :ð Þ=UT

i, iϕ i, i + e
½i�
i ð18Þ

where Ui, i 2 R
n is an unknown vector and ϕ i, i is the

activation vector of Gaussian basis functions. Based on
Young’s inequality, one obtains

3

2

Xn
i=1

z
½i�2
i, 2 G T

i, i

�� ��2 ł
3

4

Xn
i=1

e2i z
½i�4
i, 2 G T

i, i

�� ��4 + n

e2i

" #
ð19Þ

and

di + bi
2

Xn
i=1

z
½i�2
i, 2 ł

di + bi
4

Xn
i=1

e2i z
½i�4
i, 2 +

n

e2i

" #
ð20Þ

where ei for i=1, . . . ,N is a strictly positive design
constant defined in Lemma 3.

Another set of unknown functions are also defined
as

Q
½i�
i = e

½i�
i � �G

½i�
i +

3

4
e2i z
½i�
i, 2 G T

i, i

�� ��4

for all i=1, . . . ,N and i=1, . . . , n. Then, one has

L V i, 2 ł �
Xn
i=1

K
½i�
i, 1 �

di + bi
2


 �
z
½i�2
i, 1 +

di + bi
4

Xn
i=1

e2i z
½i�4
i, 2

+
Xn
i=1

z
½i�3
i, 2 UT

i, iϕ i, i +Q
½i�
i + �u

½i�
i

h i

+
n

4e2i
3+ di + bið Þ

ð21Þ

We have to note that
Pn

i=1 z
½i�
i, 2U

T
i, iϕ i, i is less than

or equal to
Pn

i=1 jz
½i�
i, 2j k UT

i, i kk ϕ i, i k.
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According to Property 1, for any two real-positive
constants -i, 1 and -i, 2, the following inequalities hold
true

Xn
i=1

z
½i�
i, 2




 


 ϕ i, i

�� ��ł
Xn
i=1

z
½i�2
i, 2 ϕ i, i

�� ��2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z
½i�2
i, 2 ϕ i, i

�� ��2 +-2
i, 1

q + n-i, 1

Xn
i=1

z
½i�
i, 2




 


ł Xn
i=1

z
½i�2
i, 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

z
½i�2
i, 2 +-2

i, 2

q + n-i, 2

Denote the positive constants k UT
i, i k and jQ½i�i j

with m
½i�
i, 1 and m

½i�
i, 2, respectively. Then, for i=1, . . . ,N

and i=1, . . . , n, the approximation errors are defined
as ~m

½i�
i, 1 =m

½i�
i, 1 � m̂

½i�
i, 1 and ~m

½i�
i, 2 =m

½i�
i, 2 � m̂

½i�
i, 2.

Now, expand again the Lyapunov function candi-
date to have

V i, 3 = V i, 2 +
Xn
i=1

1

2g
½i�
i, 1

~m
½i�2
i, 1 +

Xn
i=1

1

2g
½i�
i, 2

~m
½i�2
i, 2 ð22Þ

with positive constants g
½i�
i, 1 and g

½i�
i, 2, for i=1, . . . ,N

and i=1, . . . , n. This results in

L V i, 3 ł �
Xn
i=1

K
½i�
i, 1 �

di + bi
2


 �
z
½i�2
i, 1 +

di + bi
4

Xn
i=1

e2i z
½i�4
i, 2

+
Xn
i=1

z
½i�3
i, 2 �u

½i�
i +

z
½i�
i, 2 ϕ i, i

�� ��2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z
½i�2
i, 2 ϕ i, i

�� ��2 +-2
i, 1

q m
½i�
i, 1

2
64

+
z
½i�
i, 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

z
½i�2
i, 2 +-2

i, 2

q m
½i�
i, 2

3
75

�
Xn
i=1

1

g
½i�
i, 1

~m
½i�
i, 1

_̂m
½i�
i, 1 �

Xn
i=1

1

g
½i�
i, 2

~m
½i�
i, 2

_̂m
½i�
i, 2 + F i

ð23Þ

where

F i = n -i, 1 +-i, 2ð Þ+ n

4e2i
3+ di + bið Þ ð24Þ

Now, the adaptive laws are proposed as

_̂m
½i�
i, 1 = g

½i�
i, 1

z
½i�4
i, 2 ϕ i, i

�� ��2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z
½i�2
i, 2 ϕ i, i

�� ��2 +-2
i, 1

q � s
½i�
i, 1m̂

½i�
i, 1

0
B@

1
CA ð25Þ

_̂m
½i�
i, 2 = g

½i�
i, 2

z
½i�4
i, 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

z
½i�2
i, 2 +-2

i, 2

q � s
½i�
i, 2m̂

½i�
i, 2

0
B@

1
CA ð26Þ

with s-modification parameters s
½i�
i, 1 and s

½i�
i, 2 for all

i=1, . . . ,N and i=1, . . . , n.

Distributed ET controller design

Let t
½i�
i, 0, t

½i�
i, 1, . . . , t

½i�
i, k, t

½i�
i, k+1, . . . denote the time

sequence at which the actuator events are detected for
the ith element of the control input vector (i.e. �u

½i�
i ) and

the actuator information is updated. In this case, the
first control update instant of each element is set to
t
½i�
i, 0 =0. Having triggered the most recent event at t

½i�
i, k,

then the next event is triggered at t
½i�
i, k+1 which satisfies

the following ET condition

t
½i�
i, k+1 = inf tjt. t

½i�
i, k, D

½i�
i




 


� E
½i�
i ø 0

n o
ð27Þ

where E
½i�
i (t)= y

½i�
i, 1 + y

½i�
i, 2(t). Furthermore, y

½i�
i, 1 is a posi-

tive design constant and
R t
0 y
½i�
i, 2(t)dt \ ‘. For the time

interval between two consecutive event instants, the

measurement errors are denoted by D
½i�
i (t)= �u

½i�
i (t)�

a
½i�
i, 2(t). Moreover, 8t 2 ½t½i�i, k, t

½i�
i, k+1), one has

�u
½i�
i (t)=a

½i�
i, 2(t

½i�
i, k). In addition, a

½i�
i, 2 is a virtual control

law as

a
½i�
i, 2 = � K

½i�
i, 2z
½i�
i, 2 �

z
½i�
i, 2 ϕ i, 1

�� ��2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z
½i�2
i, 2 ϕ i, i

�� ��2 +-2
i, 1

q m̂
½i�
i, 1

�
z
½i�
i, 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

z
½i�2
i, 2 +-2

i, 2

q m̂
½i�
i, 2

ð28Þ

where K
½i�
i, 2 for i=1, . . . ,N and i=1, . . . , n is a control

gain constant.

Remark 3. The function y
½i�
i, 2(t) for i=1, . . . , n is chosen

as a decaying exponential function (such as

y
½i�
i, 2(t)= a exp (� t=t) for a constant a and time con-

stant t). These terms add an acceptable margin to the

triggering threshold E
½i�
i (t) at the beginning moments of

system performance when the initial formation errors
are relatively large in absolute value. This prevents
over-triggering at the beginning moments. The effect of

function y
½i�
i, 2(t) for i=1, . . . ,N and i=1, . . . , n on the

triggering condition vanishes almost after a certain
period of time. Since then, the positive design constant

y
½i�
i, 1 is in charge of deciding on triggering moments.

By adding and subtracting a
½i�
i, 2 to _z

½i�
i, 2, and taking

equations (25), (26), and (28) into account, the infinite
generator in equation (23) results in
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L V i, 3 ł

�
Xn
i=1

K
½i�
i, 1�

di + bi
2


 �
z
½i�2
i, 1�

Xn
i=1

K
½i�
i, 2 �

di + bið Þe2i
4


 �
z
½i�4
i, 2

�
Xn
i=1

1

2
s
½i�
i, 1~m

½i�2
i, 1 �

Xn
i=1

1

2
s
½i�
i, 2~m

½i�2
i, 2 +

Xn
i=1

1

2
s
½i�
i, 1m

½i�2
1

+
Xn
i=1

1

2
s
½i�
i, 2m

½i�2
2 +

Xn
i=1

z
½i�
i, 2




 


 D
½i�
i




 


+ F i

ð29Þ

The ET control design procedure is now completed.
Figure 1 shows a block diagram of the proposed ET
control system. The following theorem is provided to
summarize the results.

Theorem 1. Under Assumption 1, consider an MAS
composed of n-link RMs defined in equation (6), which
is supposed to follow a desired reference trajectory over
time while trying to keep a predefined formation among
the agents. Design the virtual control laws (13) and
(28), the adaptive rules (25) and (26). Suppose that the
ET control rules are triggered according to equation
(27). Then, by applying the control signal ui = M i�ui to
the ith RM, the following statements hold true

1. For bounded initial conditions (i.e. q
½i�
i, 1(t0), q

½i�
i, 2(t0),

m̂
½i�
i, 1(t0), and m̂

½i�
i, 2(t0)), all the resulting closed-loop

network signals remain semi-globally uniformly
bounded, and the error signals
X e = ½X T

1, e, . . . , X T
1, e�

T with X i, e defined as

X i, e = z
½1�
i, 1, z

½2�
i, 1, . . . , z

½n�
i, 1, z

½1�
i, 2, z

½2�
i, 2, . . . , z

½n�
i, 2

h
~m
½1�
i, 1, ~m

½2�
i, 1, . . . , ~m

½n�
i, 1, ~m

½1�
i, 2, ~m

½2�
i, 2, . . . , ~m

½n�
i, 2

iT

eventually converge to a compact set Os as

Os = z
½i�
i, 1, z

½i�
i, 2, ~m

½i�
i, 1, ~m

½i�
i, 2j
XN
i=1

Xn
i=1

jz½i�i, 1j
2

ł 2
b2

b1

(

XN
i=1

Xn
i=1

E z
½i�
i, 2j




 


4
 �
ł 4

b2

b1

XN
i=1

Xn
i=1

~m
½i�
i, 1




 


ł
ffiffiffiffiffiffiffiffiffiffiffiffiffi
g
½i�
i, 1

b2

b1

s

XN
i=1

Xn
i=1

~m
½i�
i, 2




 


ł
ffiffiffiffiffiffiffiffiffiffiffiffiffi
g
½i�
i, 2

b2

b1

s )
ð30Þ

where

b1 = min
i=1, . . . ,N

min
i=1, . . . , n

K
½i�
i, 1 �

di + bi
2


 �� �(

min
i=1, . . . , n

K
½i�
i, 2 �

di + bið Þe2i + e4i
4


 �� �

min
i=1, . . . , n

s
½i�
i, 1

n o
, min

i=1, . . . , n
s
½i�
i, 2

n o( ))

and

b2 =
XN
i=1

Xn
i=1

1

2
s
½i�
i, 1m

½i�2
1 +

Xn
i=1

1

2
s
½i�
i, 2m

½i�2
2

"

+
Xn
i=1

3

4e
4
3

i

d
½i�43
i + F i

#

Figure 1. A block diagram of the proposed ET control system.
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with bounded positive constants d
½i�
i for all i=1, . . . ,N

and i=1, . . . , n.

2. There exist strictly positive parameters ~t
½i�
i , such

that ft½i�i, k+1 � t
½i�
i, k ø ~t

½i�
i g for all i=1, . . . ,N and

i=1, . . . , n, that is, the Zeno phenomenon is
excluded for the ETC mechanisms.

Proof. The proof is given in two parts. First, in Part 1,
by utilizing Lemma 2 and Definitions 1 and 2, we show
that the resulting closed-loop network signals are
CSGUUB. Then, in Part 2, we investigate the exclusion
of the Zeno phenomenon for the ETC mechanisms.

Part 1. From equation (27), one deduces that

jD½i�i jł E
½i�
i . Therefore, according to the properties of

y
½i�
i, 1 and y

½i�
i, 2, for all t

½i� 2 ½t½i�i, k, t
½i�
i, k+1), one has

D
½i�
i




 


ł y
½i�
i, 1 + y

½i�
i, 2 tð Þ




 


[d
½i�
i

Hence, by applying Young’s inequality toPn
i=1 jz

½i�
i, 2jjD

½i�
i j, one has

Xn
i=1

z
½i�
i, 2




 


 D
½i�
i




 


ł 1

4

Xn
i=1

e4i z
½i�4
i, 2 +

Xn
i=1

3

4e
4
3

i

d
½i�43
i

Therefore, equation (29) leads to

L V i, 3 ł �
Xn
i=1

K
½i�
i, 1 �

di + bi
2


 �
z
½i�2
i, 1

�
Xn
i=1

K
½i�
i, 2 �

di + bið Þe2i + e4i
4


 �
z
½i�4
i, 2

�
Xn
i=1

1

2
s
½i�
i, 1~m

½i�2
i, 1 �

Xn
i=1

1

2
s
½i�
i, 2~m

½i�2
i, 2

+
Xn
i=1

1

2
s
½i�
i, 1m

½i�2
1 +

Xn
i=1

1

2
s
½i�
i, 2m

½i�2
2

+ F i +
Xn
i=1

3

4e
4
3

i

d
½i�43
i

ð31Þ

Now define the total Lyapunov function candidate
as

V T =
XN
i=1

V i, 3 ð32Þ

Taking equation (31) into account, the candidate
function equation (32) results in

L V T ł � b1V T +b2 ð33Þ

By Lemma 2, one has

0łE V T X e tð Þð Þ½ �ł V T X e t0ð Þð Þe�b1 t�t0ð Þ+
b2

b1

ð34Þ

This means that

E V T X e tð Þð Þ½ �ł V T X e t0ð Þð Þ+ b2

b1

, 8t. 0 ð35Þ

where

V T X e t0ð Þð Þ= 1

2

XN
i=1

Xn
i=1

z
½i�2
i, 1 t0ð Þ+

1

4

XN
i=1

Xn
i=1

z
½i�4
i, 2 t0ð Þ

+
XN
i=1

Xn
i=1

1

2g
½i�
i, 1

~m
½i�2
i, 1 t0ð Þ+

XN
i=1

Xn
i=1

1

2g
½i�
i, 2

~m
½i�2
i, 2 t0ð Þ

Then, according to equation (35) and the definition
of total candidate Lyapunov function equation (32), it
can be concluded that all the signals z

½i�
i, 2(t) in the

closed-loop system are semi-globally uniformly
bounded in the sense of the p=4 moment, and signals
z
½i�
i, 1(t), ~m

½i�
i, 1(t), and ~m

½i�
i, 2(t) are semi-globally uniformly

bounded in mean square (see Definition 1 and
Remark 1).

Then, according to Lemma 2, the closed-loop net-
work system has a unique strong solution. From equa-
tion (34), the following inequality holds true

lim
t!‘

E V T X e tð Þð Þ½ �ł b2

b1

Then, the error signals X e eventually converge to a
compact set Os defined in equation (30). Therefore, by
Part 1, we have proved that the resulting closed-loop
network signals are CSGUUB. As a result, the prede-
fined formation among the RM agents is satisfied
according to Definition 2. We have to note that by

choosing appropriate control gains (i.e. K
½i�
i, 1 and K

½i�
i, 2)

and design parameters (for instance, s
½i�
i, 1, s

½i�
i, 2, g

½i�
i, 1, g

½i�
i, 2,

etc.), b1 can be made arbitrarily large and b2 can be
made arbitrarily small. This certainly affects the com-
pact set in equation (30).

Part 2. We know that 8t½i� 2 ½t½i�i, k, t
½i�
i, k+1), the control

measurement error is defined as D
½i�
i (t)= �u

½i�
i (t)� a

½i�
i, 2(t).

Then, one has

d

dt
D
½i�
i tð Þ




 


=sign a
½i�
i, 2 tð Þ

� �
_a
½i�
i, 2 tð Þł _a

½i�
i, 2 tð Þ




 


 ð36Þ

According to the aforementioned discussion in Part

1 of the proof, and since _a
½i�
i, 2(t) is differentiable and
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continuous, there exists a positive constant �d
½i�
i such that

j _a½i�i, 2(t)jł �d
½i�
i . We know that D

½i�
i (t
½i�
i, k)=0. Therefore, it

can be verified that lim
t!t

½i�
i, k+1

D
½i�
i = E

½i�
i , and therefore,

~t
½i�
i ø E

½i�
i =

�d
½i�
i . By Part 2, we have proved that the Zeno

phenomenon is excluded for the ETC mechanisms.
By Parts I and II, the proof is completely given. �

Simulation results

To investigate the effectiveness of the proposed
approach, in this section, we conduct simulations over
a networked system of RMs with different purposes in
sequential subsections. First, the proposed method is
applied to satisfy the formation of N=3 identical RMs
according to the dynamics in equation (6). Second, the
numerical specification of the executed events is investi-
gated in two parts. Then, the proposed approach in this
article is compared to the studied method in Xu et al.29

to show that when the external disturbances are consid-
ered stochastic, the deterministic control schemes fail to
show an appropriate performance. Then, we show the
effectiveness of our studied method in terms of reducing
the total number of events. Finally, the rule of thumb
to choose the control gains, adaptation design con-
stants, and other parameters is presented.

The formation of multiple RMs

In order to illustrate the efficiency of our proposed
ETC approach, the simulations are performed on a
networked group of N=3, two-link identical RMs
(see Figure 2) subject to stochastic environmental
loads described by equation (6). We have

qi, 1 = ½q
½1�
i, 1, q

½2�
i, 1�

T 2 R
2 and qi, 2 = ½q

½1�
i, 2, q

½2�
i, 2�

T 2 R
2.

For the ith follower RM, the model parameters are
borrowed from Loria and Nijmeijer.40 The inertia
matrix M i is denoted as

M i =
c1 +2c2 cos q

½2�
i, 1

� �
c3 + c2 cos q

½2�
i, 1

� �
c3 + c2 cos q

½2�
i, 1

� �
c4

2
4

3
5

Furthermore, the total Coriolis and centripetal accel-
eration matrix is

Ci qi, 1, qi, 2
� �

=
�c2 sin q

½2�
i, 1

� �
q
½2�
i, 2 �c2 sin q

½2�
i, 1

� �
q
½1�
i, 2 + q

½2�
i, 2

� �
c2 sin q

½2�
i, 1

� �
q
½1�
i, 2 0

2
64

3
75

The damping matrix and the gravity effect vector are
also as follows

Gi qi, 1
� �

=
c5 sin q

½1�
i, 1

� �
+ c6 sin q

½1�
i, 1 + q

½2�
i, 1

� �
c6 sin q

½1�
i, 1 + q

½2�
i, 1

� �
2
64

3
75,

Di qi, 1
� �

=
c7 0

0 c8


 �

where c1 =8:77 kgm2, c2 =0:51 kgm2, c3 =0:76 kgm2,

c4 =0:62 kgm2, c5 =74:48Nm, c6 =6:174Nm,
c7 =2:3Nms, and c8 =0:17Nms. In addition,

G i(qi, 2, t)= ½0:1q
½2�
i, 2 sin (q

½1�
i, 2), 0:1q

½1�
i, 2 cos (q

½2�
i, 2)�

T.

The RM agents are supposed to follow a desired tra-

jectory as qr, 1 = ½sin (t), cos (t)�T, while trying to keep a

predefined formation among themselves according to
the upcoming parameters. For the ith agent, the prede-
termined desired formation position with respect to the

leader is denoted by �hi 2 R
2. In the simulation results,

we choose �h1 = ½1, � 1�T, �h2 = ½2, � 2�T, and

�h3 = ½0, � 1�T.
The agents are initially stationary positioned at

q
½1�
1, 1(0)=0, q

½1�
2, 1(0)=0, q

½1�
3, 1(0)=0, q

½2�
1, 1(0)=1,

q
½2�
2, 1(0)=1, and q

½2�
3, 1(0)=1. The approximated para-

meters are also initially set to zero. The simulation is
performed with a time step of T=5ms (As a trade-off,

Figure 2. The graph communication and diagram of two-link
prototype RMs.
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referring to some literature, the authors choose
T=5ms as the sample time step. We investigated in
details the impact of changing the sampling time step
on the closed-loop system performance in the upcom-
ing sections of the simulation results.). The proposed
method is evaluated in a 50-s simulation run-time.

The control gains are also selected as K
½1�
i, 1 =4,

K
½2�
i, 1 =3, K

½1�
i, 2 =5, and K

½2�
i, 2 =4. In addition,

y
½i�
1, 1 =0:25, y

½i�
2, 1 =0:5, and y

½i�
3, 1 =0:5 for i=1, 2.

Furthermore, y
½i�
1, 2(t)=3 exp (� 0:2t), y

½i�
2, 2(t)=3 exp

(� 0:4t), and y
½i�
3, 2(t)=4 exp (� 0:8t) for i=1, 2.

Figures 3–9 show the results including tracking for-
mation performance, control inputs, the inter-event
times, and the adaptive parameters for the proposed
ETC scheme. It can be seen from Figure 3 that the fol-
lower agents are showing an acceptable tracking per-
formance while keeping the desired formation among
themselves. The ET control inputs are also depicted in
Figure 4. The executed events for all the agents are also
depicted in Figures 5–7. Furthermore, the adaptive
parameters are shown in Figures 8 and 9.

Quantitative analysis

In this section, we report the numerical specifications
of the executed events in two parts. First, the results of
applying Theorem 1 with a sampling time step of

T=5ms are reported in terms of the minimum and
maximum inter-event times in addition to the total
number of events and the average inter-event times for
each link of all the RM agents. Second, the impact of
increasing the sampling time step on the executed
events is studied while the system gains and parameters
kept unchanged.

Numerical specifications of the executed events. Based on
100 simulation tests, the average values of some impor-
tant indices are reported in this section. More under-
standably, the numerical specifications of the executed
events during the simulation time are averagely
reported in Table 1 with respect to Theorem 1 and a
sampling time step of T=5ms over 100 simulation
tests (The used notations in Tables 1 and 2; C olumn:1:
A ½Min(t

½i�
i, k+1 � t

½i�
i, k)�, C olumn:2: A ½Max(t

½i�
i, k+1 � t

½i�
i, k)�,

C olumn:3: A ½AIE�, and C olumn:4: A ½TNE�. AIE: aver-
age inter-event time, TNE: total number of events, and
A ½��: the average value of performing a predefined
number of tests.). We have to note that, for example, in
Table 1, by A ½Min(t

½i�
i, k+1 � t

½i�
i, k)�, we mean the average

value of the minimum inter-event times over perform-
ing a 100 number of tests for each link of all the RM
followers.

From Table 1, we see that the average inter-event
time among all the follower agents is approximately 50
times larger than the system sampling time step. The

(a) (b)

Figure 3. Trajectory tracking of (a) q
½1�
i, 1 with respect to q

½1�
r, 1 and (b) q

½2�
i, 1 with respect to q

½2�
r, 1.

(a) (b) (c)

Figure 4. Control input (a) u
½i�
1 , (b) u

½i�
2 , and (c) u

½i�
3 , i = 1, 2.
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total number of events for all the followers is also
reported in Table 1, where we can see that the control
updates are respectively provoked 172, 239, 196, 181,
227, and 128 times out of 10,000 possible instants. We
also infer from Table 1 that the agents have a minimum
of 8, 10, 12, 14, 10, and 16 sample-times hibernate
period of time during the simulation run. A maximum
time interval of rest is also reported for all follower
agents in Table 1, where we observe that RM links
experience 244, 188, 236, 250, 193, and 264 sample-
times inactive, respectively.

The impact of changing the sampling time step. Next, we
investigate the impact of increasing the sampling time
step on the executed events and systems performance
while the system parameters kept unchanged. The
numerical specifications of the executed events during
the simulation time are averagely reported in Table 2
with respect to Theorem 1 and sampling time steps
T=10ms and T=20ms over 100 simulation tests.
We see from Table 2 that by increasing the sample time
of system, the total number of events remained almost
unchanged. In addition, we infer from Tables 1 and 2

(a) (b)

Figure 5. Controller inter-event times (a) t
½1�
1, k + 1 � t

½1�
1, k and (b) t

½2�
1, k + 1 � t

½2�
1, k.

(a) (b)

Figure 6. Controller inter-event times (a) t
½1�
2, k + 1 � t

½1�
2, k and (b) t

½2�
2, k + 1 � t

½2�
2, k.

(a) (b)

Figure 7. Controller inter-event times (a) t
½1�
3, k + 1 � t

½1�
3, k and (b) t

½2�
3, k + 1 � t

½2�
3, k.
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that the minimum inter-event intervals remain almost
the same regardless of increasing the sampling time
step.

The average total absolute error (i.e.
A ½
P2

i=1

Pp
k=1 jz

½i�
i, 1(k)j� for i=1, 2, where p is the

total number of time steps) index is also employed for
each RM agent to better clarify the effectiveness of our
proposed design in terms of tracking performance with
different sampling times. It can be seen from Table 3
that the tracking performance of the proposed
approach in this article is remained almost the same

regardless of changing the sampling time step in the
simulation results. To be precise, by increasing the time

(a) (b)

Figure 8. Adaptive parameters (a) m̂
½1�
i, 1 and (b) m̂

½2�
i, 1.

(a) (b)

Figure 9. Adaptive parameters (a) m̂
½1�
i, 2 and (b) m̂

½2�
i, 2.

Table 1. Numerical specifications of the executed events for
i = 1, 2 and i = 1, 2, 3 over 100 simulation tests.

Time step: T = 5 ms

Column:1 Column:2 Column:3 Column:4

First RM 0.04 1.22 0.2853 172
0.05 0.94 0.2158 239

Second RM 0.06 1.18 0.2555 196
0.07 1.235 0.2732 181

Third RM 0.05 0.963 0.2161 227
0.08 1.32 0.3991 128

RM: robotic manipulator.

Table 2. Numerical specifications of the executed events for
i = 1, 2 and i = 1, 2, 3 over 100 simulation tests.

Time step: T = 10 ms

Column:1 Column:2 Column:3 Column:4

First RM 0.04 1.12 0.2516 175
0.04 0.88 0.2010 241

Second RM 0.06 0.95 0.2270 202
0.08 1.05 0.2653 182

Third RM 0.06 0.85 0.2014 238
0.07 1.19 0.3577 132

Time step: T = 20 ms

Column:1 Column:2 Column:3 Column:4

First RM 0.04 0.90 0.2184 179
0.06 0.98 0.1911 247

Second RM 0.06 0.92 0.2012 206
0.08 1.32 0.2572 187

Third RM 0.06 1.36 0.1990 236
0.08 1.58 0.3259 135

RM: robotic manipulator.
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step from T=5ms to T=20ms, the tracking perfor-
mance remains acceptable and almost unchanged.
Consequently, changing the time step does not affect
the closed-loop system performance with respect to the
control objectives. Furthermore, the smaller the sample
time is, the discrete simulation effect is much more sim-
ilar to the continuous simulation effect, and the
obtained data are smoother. However, the longer the
sample time is, the calculation time is less, which results
in saving the computing resources.

To recapitulate, regardless of the value that the sam-
pling time step T is taken, the inter-event intervals are
always sub-multiples of the sampling time step. Other
words, we always have t

½i�
i, k+1 � t

½i�
i, k = n+T, where n+

is an integer that satisfies the exclusion of Zeno phe-
nomenon according to the second part of Theorem 1.
Overall, we infer from this section that with all the sam-
pling time steps T=5ms, T=10ms, and T=20ms,
the total number of event execution times is averagely
190, 195, and 200 instants out of 104, 5000, and 2500
possible samples. This shows that the proposed ET
control approach is efficient in providing an appropri-
ate performance in terms of reducing the number of
control updates with respect to the possible number of
updates in time-triggered frameworks regardless of the
chosen sampling time step.

Comparison with the existing results

In this section, we perform the simulations to compare
our proposed method with the existing method in Xu
et al.29 for the cooperative control of RM-MASs. We
evaluate if the proposed method in this article shows
an acceptable performance in terms of reducing the
number of control input updates and handling the sto-
chastic environmental loads. To be fair, we have gener-
alized the proposed approach in this article to consider
the tracking consensus problem of multiple RMs. To
this end, the predetermined desired formation orienta-
tion and position with respect to the leader is set to
�hi = ½0, 0�

T for all i=1, 2, 3. A virtual leader is also
considered for both the algorithms as
qr, 1 = ½sin (t), cos (t)�T. The network topology is also
chosen as denoted in Figure 2. The priory identified
system parameters are also chosen the same as defined
earlier in this article. The initial conditions are also

chosen the same for both algorithms in this article and
the proposed method in Xu et al.29

Stochastic environmental disturbances impact. In this sec-
tion, we compare our proposed method with the deter-
ministic control design in Xu et al.29 in terms of the
effectiveness of the stochastic scheme in providing an
appropriate performance in tracking the desired trajec-
tory among the RMs. A vector of deterministic and
bounded external disturbances is considered and com-
pensated in Xu et al.29 However, to show the impact of
stochastic external disturbance denoted by standard
Wiener process, the proposed algorithm in Xu et al.29

is applied on the stochastic dynamics defined in equa-
tion (6). The same stochastic external disturbance func-
tions are also applied to both algorithms in this article
and the proposed method in Xu et al.29

Regardless of the executed events, in this part, we
just want to study the way that the external distur-
bances affect the closed-loop system performance. The
simulation is performed for 50 s with a time step of
T=10ms. Once again, the average total absolute error

(i.e. A ½
P2

i=1

Pp
k=1 jz

½i�
i, 1(k)j� for i=1, 2) index is

employed for each RM agent to better clarify the
applicability of the investigated design approaches in
terms of handling the external stochastic disturbances
with respect to the tracking performance. The results
are reported in Table 4.

We see that the tracking performance of our pro-
posed approach is more acceptable compared to the
studied method in Xu et al.29 The reported results in
Table 4 show a poor tracking performance for the
deterministic control architecture. We infer that the
closed-loop system is unable to track the reference tra-
jectory and the consensus is not acceptably realized
with the studied method in Xu et al.29

Compared to the proposed method in this article, a
great amount of control effort is also required for deter-
ministic control design to even avoid instability, regard-
less of unsatisfactory tracking performance. We have to
note that with very large values of control gains, the
closed-loop system even leads to instability with the
investigated method in Xu et al.29 We see from the

Table 3. Numerical specifications of the average values of total
absolute error index for i = 1, 2, 3 over 100 simulation tests.

A½
P2

i = 1

Pp
k = 1 jz

½i�
i, 1(k)j�

T = 5 ms T = 10 ms T = 20 ms

First RM ’163 ’164 ’163
Second RM ’215 ’214 ’214
Third RM ’300 ’298 ’299

RM: robotic manipulator.

Table 4. Numerical specifications of the average values of total
absolute error index for i = 1, 2, 3 over 100 simulation tests; the
proposed method in this article versus the studied method in Xu
et al.29

A½
P2

i = 1

Pp
k = 1 jz

½i�
i, 1(k)j� and T = 10 ms

This article Xu et al.29

First RM ’161 ’340
Second RM ’214 ’494
Third RM ’299 ’608

RM: robotic manipulator.
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simulation results that the deterministic control archi-
tectures are often not applicable in stochastic cases.

To further explain the effects of stochastic environ-
mental loads on the performance of deterministic con-
trol designs, the average values of total absolute
control input in possible directions (i.e.
A ½
P2

i=1

Pp
k=1 ju

½i�
i (k)j�) are calculated for both meth-

ods based on 100 simulation tests. This indicates the
expected closed-loop system energy consumption for
the investigated approaches. The numerical results of
average total absolute control index are reported in
Table 5. We see from Table 5 that a larger expected
amount of control effort is required for deterministic
control design to avoid instability, while the proposed
method in this article requires reasonable deals of
energy (compared to Xu et al.29) to keep the consensus
among the RM agents and force the group to track the
desired trajectory.

Simultaneous update of control links impact. As we men-
tioned earlier, this is the first instance that the ET
mechanisms are designed such that each manipulating
link can independently update its actuator according to
a triggering condition regardless of the value and
update instants of other links. More precisely, a total
number of two triggering thresholds are introduced for
each follower RM in the simulation results that are
working independently for all the agents. The studied
method in Xu et al.29 has an ET framework in which
all the n links should be updated simultaneously. In
order to investigate the effectiveness of our proposed
approach in terms of reducing the number of actuator
updates by introducing separate update rules, the simu-
lation is again performed for 50 s with a time step of
T=10ms. This time, the stochastic and deterministic
disturbances are removed from the dynamics in both
methods.

The total number of events is reported in Table 6 for
both algorithms in this article and the studied method
in Xu et al.29 Although that the numerical specification
of the executed events in Table 6 shows a fewer number
of total triggering instants for the actuator links for our
proposed method compared to Xu et al.,29 this does not

show the deficiency of the studied architecture in Xu
et al.29

The number of executed events is larger for the stud-
ied ET control method in Xu et al.29 compared to our
proposed approach; however, the tracking performance
of Xu et al.29 is fairly more acceptable. This is obvi-
ously true due to the fact that the actuators tend to be
updated faster. To recapitulate, our proposed method
saved more energy resources at the expense of less
tracking performance. This is not surprising because
that choosing the control objectives in each framework
is a compromise between lots of factors.

Parameter tuning guideline

The rule of thumb to choose the control gains, adaptation
design constants, and other parameters is as follows:

R1: the control gains K
½i�
i, 1,K

½i�
i, 2 and design parameters ei

must be chosen such that ½K½i�i, 1 � di + bi=2� and
½K½i�i, 2 � (di + bi)e2i + e4i =4� are strictly positive constants
for all i=1, . . . ,N and i=1, . . . , n.
R2: increasing the control gains K

½i�
i, 1 and K

½i�
i, 2 results in

faster transient response. This choice, however,
increases the control effort, see equations (28) and (31).
R3: the larger the value of ei is, the smaller the tracking
errors are according to equation (34) and the terms of
b2. However, ei should not be selected such that
(di + bi)e2i + e4i =4 tends to the value of K

½i�
i, 2.

R4: based on the definition of F i in equation (24), and
according to equation (34) and the terms of b2, small
values of -i, 1 and -i, 2 (as well as s

½i�
i, 1 and s

½i�
i, 2) also

result in small tracking errors.
R5: the robustness of the proposed controller can be
improved by increasing the values of g

½i�
i, 1 and g

½i�
i, 2 for

all i=1, . . . ,N and i=1, . . . , n. However, these val-
ues are not allowed to be very large constants because
the closed-loop system fails in preserving the stability.

The aforementioned guideline is a matter of trial
and error. It is not supposed to be an optimal way of
choosing the design gains and parameters. The user is
in charge of tuning the parameters according to above
rules until an acceptable performance is achieved which
seems satisfactory regarding the control objectives. To

Table 5. Numerical specifications of the average values of total
absolute control index for i = 1, 2, 3 over 100 simulation tests;
the proposed method in this article versus the studied method
in Xu et al.29

A½
P2

i = 1

Pp
k = 1 ju

½i�
i (k)j� and T = 10 ms

This article Xu et al.29

First RM ’4.1 3 103 ’5.4 3 103

Second RM ’5.4 3 103 ’4.5 3 103

Third RM ’6.2 3 103 ’10.3 3 103

RM: robotic manipulator.

Table 6. The total number of events for i = 1, 2, 3; the
proposed method in this article versus the studied method in
Xu et al.29

Total number of events

This article Xu et al.29

First RM 165 + 235 2 3 265
Second RM 194 + 179 2 3 281
Third RM 224 + 128 2 3 274

RM: robotic manipulator.
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recapitulate, the control gains and design parameters
are better to be selected such that b1 is made suffi-
ciently large and b2 is made acceptably small according
to equation (34).

Conclusion and future directions

The tracking formation performance for a group of
uncertain non-linear n-link RM-MASs is considered in
this article by proposing a fully distributed ET control
framework and utilizing the backstepping approach.
The non-linear RM-MASs are subject to stochastic
environmental loads. By introducing extra virtual con-
trollers in the final step of the backstepping design, ET
mechanisms are introduced for each agent to update its
control input in a fully distributed manner. A rigorous
proof of the convergence of all the closed-loop signals
in probability is then given and the Zeno phenomenon
is excluded for the control ET architectures. The simu-
lation experiments finally quantify the effectiveness of
proposed approach in terms of reducing the number of
control updates and handling the external disturbances.

One of the main recent concerns in NCSs is the secu-
rity of implementation and its resilience to different
types of cyber attacks which impact the expected per-
formance of practical systems. In future, we investigate
resilience of the proposed implementation under differ-
ent cyber attacks such as the denial of service (DoS).
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