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Optimal operation of a multi-generation district energy hub based on 
electrical, heating, and cooling demands and hydrogen production 
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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

• A Multi-generation energy hub is pro
posed based on power, heat, cold, and 
hydrogen. 

• Strong eco-exergy and enviro-exergy 
analyses are presented. 

• Optimal operating conditions are sought 
using a robust multi-objective 
optimization. 

• Optimal outputs: 21.42 MW power, 
26.81 MW heat, 8.89 MW cold, and 
11.96 kg/h hydrogen. 

• The payback period is approximately 5 
years at the optimal conditions.  
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A B S T R A C T   

In this study, a new configuration of a multi-generation energy system is proposed based on waste heat recovery 
from a regenerative gas turbine cycle (as the driver cycle) for running a district heating heat exchanger, a 
Rankine cycle, an ejector refrigeration cycle, and a proton exchange membrane electrolyzer cycle. In the first 
phase of the study, a thorough parametric model of the system is developed in EES software based on the eco- 
exergy and enviro-exergy analyses. The second phase is focused on the optimal operation of the system utilizing a 
robust multi-criteria optimization in Matlab software. Results of the parametric study showed that: (i) the share 
of fuel, capital, and environmental penalty costs rates in the system’s total cost rate are respectively 46.95%, 
29.38%, and 23.67%, at the optimal conditions. (ii) although the design variables of the bottoming cycles are not 
effective on the amount of pollutants, they have a significant effect on the enviro-exergy assessment criterion. 
The optimal system productions are included 21.42 MW of power, 26.81 MW of heat, 8.89 MW of cold, and 
11.96 kg/h of hydrogen. The energy and exergy efficiencies are found to be 89.75% 35.21%, respectively. In such 
conditions, the payback period is approximately 5 years, demonstrating the economic feasibility of the proposal. 
Recovering the waste heat of conventional cycles to develop an energy production hub with minimal energy loss 
is one of the most important challenges in the energy matrix and relying on the results of the present study, it can 
be concluded that the proposed system has done this task well.   
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Nomenclature 

Parameters and variables 
A area [m2] 
AS annual savings [$] 
c cost per exergy unit [$/GJ] 
Ċ cost rate [$/yr] 
COP coefficient of performance [-] 
CRC capital recovery coefficient [-] 
D thickness of membrane [μm] 
E energy [kJ] 
ex specific exergy [kJ/kg] 
Ėx exergy rate [kW] 
F Faraday constant [C/mol] 
FC fixed costs [$] 
g gravitational acceleration [m/s2] 
G Gibbs free energy [J/kmol] 
h specific enthalpy [kJ/kg], heat transfer coefficient [kW/m2 

K] 
ieff effective interest rate [%] 
IF inflation factor [-] 
J current density [A/m2] 
k conductivity [kW/m K] 
LACI levelized annual costs to incomes [-] 
LAE levelized annual emissions [kg/GJ] 
LHV lower heating value [kJ/kg] 
LMTD logarithmic mean temperature difference [K] 
m pollutant emission per unit burned fuel [gpollutant/kgfuel] 
ṁ mass flow rate [kg/s] 
n number of moles [kmol] 
N expected life span [yr] 
Ṅ molar flow rate [kmol/s] 
NPV net present value [$] 
Nu Nusselt number [-] 
P pressure [bar] 
PEC purchase equipment cost [$] 
PPT pinch point temperature [K] 
Pr Prandtl number [-] 
PR pressure ratio [-] 
Q̇ heat transfer rate [kW] 
r rate of inflation [%] 
R gas constant [kJ/kmol K] 
R universal gas constant [kJ/kmol K] 
RDF real discount factor [-] 
Re Reynolds number [-] 
s specific entropy [kJ/kg K] 
tyear operating hours during a year [h/y] 
T temperature [K] 
u velocity [m/s] 
U overall heat transfer coefficient [kW/m2 K] 
V voltage [V] 
Ẇ power [kW] 
z height [m] 
Ż equipment cost rate [$/yr] 

Greek symbols 
η efficiency [%] 
Φ maintenance factor [-] 
∅ combustion equivalence ratio [-] 
λ membrane surface water [1/Ω] 
λ molar fuel–air ratio [-] 
μ viscosity [N.s/m2] 
T combustion residence time [s] 
Ψ̇ exergy destruction rate [kW] 

σ ionic conductivity [-] 

Abbreviations and subscripts 
0 environmental conditions 
4E energy, exergy, economic, and environmental 
a anode 
act activation 
ANN artificial neural network 
AP air pre-heater 
c cathode 
ch chemical 
CC combustion chamber 
CCHP combined cooling, heating, and power 
CCP combined cooling and power 
CGES co-generation energy system 
CHP combined heating and power 
CO carbone monoxide 
CO2 carbon dioxide 
COM compressor 
CON condenser 
D diffuser of ejector 
D destruction (exergy) 
en energy 
env environmental 
ex exergy 
EES engineering equation solver 
EJ ejector 
ERC ejector refrigeration cycle 
EV expansion valve 
EVA evaporator 
f fuel 
GA genetic algorithm 
GT gas turbine 
GTC gas turbine cycle 
H2 hydrogen 
HEX heat exchanger 
H2O water 
in inlet 
k equipment k 
LINMAP linear programming technique for multidimensional 

analysis of preference 
M mixing chamber of ejector 
MCO multi-criteria optimization 
MF mixed flow (in ejector) 
MGES multi-generation energy system 
net net value 
N nozzle of ejector 
N2 nitrogen 
NG natural gas 
NOx nitrogen oxide 
NSGA − II non-dominated sorting GA II 
ohm ohmic 
out outlet 
O2 oxygen 
O&M opterating and maintenance 
ORC organic Rankine cycle 
ph physical (in exergy) 
P2G power to gas 
PEME proton exchange membrane electrolyzer 
PEMEC PEME cycle 
PF primary flow (in ejector) 
ph physical (in exergy) 
PU pump 
PZ primary zone of the CC 
ref reference 

A. Ebrahimi-Moghadam and M. Farzaneh-Gord                                                                                                                                                                                         



Applied Energy 309 (2022) 118453

3

1. Introduction 

As two essential needs of human life, energy and water are vital is
sues of any governments all around the world [1,2]. Although water 
covers 70% of the earth’s surface, about 15% of the world’s population 
deprived of access to drinking water [3]. On the other hand, factors such 
as increasing modernization and industrialization of cities and envi
ronmental pollution caused by urban sprawl have led to increased en
ergy consumption in the last decades [4]. Hence, these factors have led 
to two issues becoming the most prominent issues in the field of energy: 
(1) the production and use of sustainable energy carriers, (2) the use of 
new methods to minimize energy losses. 

Hydrogen is one solution for the first mentioned issue. Among most 
chemical fuels, hydrogen has the highest energy content by weight (for 
example, 3 times higher than gasoline) and it is also considered a clean 
fuel. For the second issue, developing hybrid energy systems based on 
the WHR (waste heat recovery) of available systems has attracted much 
attention [5]. Using these systems results in several benefits including: 
the ability of producing different kinds of energies in a unique unit, 
higher efficiency by recovering the wasted heat of a basic system, and 
lower pollutions and costs per system productions compared to the basic 
system [6]. 

Based on the system productions, the hybrid energy systems could be 
categorized into three main groups including co-, tri-, and multi- 
generation energy systems (CGES, TGES, and MGES). Based on the 
design requirements, the system production could be power (elec
tricity), heat, cold, hydrogen, or freshwater. Furthermore, CCP (com
bined cooling and power) [7], CHP (combined heating and power) [8], 
and CCHP (combined cooling, heating and power) [9] systems are 
another classification of these systems. 

The gas turbine cycle (GTC) is one of the widely used conventional 
power generation systems in the world. The flue gas of this cycle, which 
is discharged into the atmosphere in the basic system mode, has a high 
temperature and could be used as heat source of some other cycles to 
develop a new hybrid energy system. Reviewing the available previous 
published works in this research field, the Rankine cycle (RC), organic 
RC (ORC), Kalina cycle (KC), ejector refrigeration cycle (ERC), absorp
tion refrigeration cycle (ARC), proton exchange membrane electrolyzer 
cycle (PEMEC) are the most widely used cycles as bottoming cycles for 
recovering heating potential of the GTC [10–12]. In the category of 
MGES, Zoghi et al. [13] developed eco-exergy and environmental 
models for evaluating a MGES based on the WHR from a solar-assisted 
biogas-fired regenerative GTC (RGTC). Their system had the ability to 
produce electricity, heat, cold, and hydrogen and the bottoming cycles 
were included a RC, an ARC, and a PEMEC. Their results showed that 
although increasing the number of mirrors in the solar section reduces 
fuel consumption and pollutant emissions, it hurts the energetic and 
economic criteria of the system. Park et al. [14] used Aspen-Hysys 
commercial software for developing thermodynamics model of a 
MGES (CCHP + H2) hybrid cycle. Their proposed system generated 1.73 
MWe power, results in maximum energetic efficiency of 87.43%. In 
another work, Safder et al. [15] investigated a new layout of MGESs 
from 4E1 standpoints. The system was constructed from five sub-cycles 
(GTC, RC, KC, ERC, and water desalination cycle). In their proposal, 
the maximum amount of system productions were 28.73 MW of power, 

3.43 MW of cooling, and 13.64 kg/s of freshwater. Nazari and Porkhial 
[16] proposed a MGES (CCHP + freshwater) based on the retrieval of the 
heating potential of flue gases from solar-assisted biogas-fired RGTC (as 
mover cycle) for setting up four sub-cycles including a RC, an ORC, an 
ARC, and a water desalination unit. They achieved exergetic efficiency 
of 20.5% and total cost rate of 69.2 $/h at optimum conditions. 

In some other studies, the effort was focused on TGESs. Recently, 
Azariyan et al. [17] designed a system for producing cold and hydrogen 
using by the generated power of a geothermal KC. The sub-cycles were 
comprised of ARC (to produce cold) and PEMEC (to produce hydrogen). 
Defining a base working condition, they found that energetic efficiency, 
exergetic efficiency, and total productions cost rate of 22.28%, 21.37%, 
and 29.29 $/GJ, respectively. With the use of HOMER software, Peláez- 
Peláez et al. [18] accomplished thermo-economic assessment of a 
hydrogen-based CHP plant. The energy cost of their system was 0.84 
$/kWh and they concluded that although their proposal is technically 
feasible, it is not economic-friendly. Ebrahimi-Moghadam et al. [19] 
conducted a research work based on the eco-exergy and enviro-exergy 
analyses of a novel TGES for district energy systems. They also pre
sented the optimal operating conditions of the system containing 1.03 
MW of power, 1.64 MW of heat, and 304.9 kW of cold. Di Marcober
ardino et al. [20] used the thermodynamics and economics principles to 
evaluate a micro-scale CHP system which was containing two low- 
temperature and high-temperature PEM fuel cells integrated with a 
steam reformer. Their report showed that the maximum total energetic 
efficiency of the system is around 88% for residential applications in 
Italy (as a case study). In another published work, Lümmen et al. [21] 
combined an ORC with a PEMEC and introduced a TGES which produces 
power, heat, and hydrogen. Depending on the operating condition, their 
system could produce 186–364 ton/yr hydrogen. 

In the CGES category, Alirahmi et al. [22] designed a new green 
combined cycle based on the combination of solar RGTC and PEMEC 
integrated with a compressed air energy storage. They evaluated the 
feasibility of constructing their proposal in Los Angeles (as a case study) 
and reached an investment recovery time of 4.6 years. Ahmadi et al. 
[23] introduced a CGES for generating electricity and producing 
hydrogen simultaneously. The system was made by combining gas and 
air cycles (for electricity) with a natural gas (NG) reformer (for 
hydrogen). They utilized 4E models to assess their proposal and found 
that the investment recovery time is reduced from 4.72 years to 2.92 
years by using the proposed hybrid system instead of the base system. Li 
et al. [24] sought out the optimal working conditions of an electricity- 
hydrogen CGES comprises an ORC and a PEMEC. They considered net 
generated power and total cost rate as two optimization functions and 
found their optimum value to be 1571.1 kW and 10.51 $/h, respectively. 
In another work, Datas et al. [25] proposed a concept of a residential 
energy system for converting power to heat and vice versa. Relying on a 
thermo-economic study, they reached to payback period of lower than 
15 years. Moharamian et al. [26] recovered the exhaust gases of a 
modified GTC to run a RC, and then used the generated power of the RC 
to run a PEMEC. Applying 4E parametric analysis, they studied the ef
fects of two important design parameters of the GTC (PRCOM and TGT) on 
the system performance. By injecting the produced hydrogen into the 
combustion chamber, their results showed 46% and 27% reduction in 
fuel consumption and CO2 emission, respectively. 

Supplying different kinds of required energy with the lowest envi
ronmental impacts and using green energy carriers (such as hydrogen) 
are among serious challenging issues in the world. In addition, 

RC Rankine cycle 
RGTC regenerative gas turbine cycle 
s isentropic 
SEP separator 
SF secondary flow (in ejector) 

ST steam turbine 
TGES tri-generation energy system 
VG vapor generator 
WHR waste heat recovery  

1 4E: Energy, Exergy, Economic, and Environmental 
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proposing efficient and economic-friendly ways to achieve this goal are 
the other important aspects that must be addressed by science and 
technology. Recovering the wasted heating load of available conven
tional power generation cycles for running some new sub-cycles (as 
MGES) is one of the major strategies in this field of study. In the past 
studies, different layouts of MGESs based on the GTC as the mover cycle 
are introduced. But to the best of the authors’ knowledge, combination 
of the RGTC, RC, ERC, and PEMEC could be considered as a new MGES 
configuration. Furthermore, the literature is still demanding strong eco- 
exergy and enviro-exergy evaluation of MGESs, as the analysis of such 
systems is mostly limited to sustainability exponents without attention 
to the impact of energy conversion on the economy and environment. 
Accordingly, in this study, the efforts are firstly focused on the devel
opment of a hybrid MGES (acts as a hub based on the district energy 
conditions) in which the maximum possible utilization of the waste heat 
of the RGTC is used in such a way that the system to not only be 
economically viable, but also a sustainable and environmentally- 
friendly system. After designing the novel proposed MGES, the answer 
to some important questions is sought in this study: (1) What are the 
most effective variables in the design of this system? How and to what 
extent do these variables affect the system efficiency and enviro-eco 
indicators? (2) What are the optimal operating conditions of the pro
posed MGES? What are the optimum values of the system efficiency and 
enviro-eco indicators? 

In a nutshell, to bridge the mentioned gap in the literature and 
achieve the answer to the mentioned questions, the following items are 
the contribution of this study and the considered novelties:  

• Novelty in system layout: To the best of the authors’ knowledge, 
introducing a new MGES based on the WHR from RGTC for running 
RC, ERC, and PEMEC (as bottoming sub-cycles) is a new layout 
which has not been investigated yet. The system acts as a district 
energy hub through simultaneous production of power, heat, cold, 
and hydrogen.  

• Novelties in methodology: Unlike most previous studies, which 
considered the system equipment as a black-box for energy 
modeling, in the present study, the heat transfer and energy con
version phenomena inside the combustion chamber, heat ex
changers, ejector, and electrolyzer have been modeled with real 
assumptions. Furthermore, a potent thermodynamic model with real 
assumptions and variable system sizing depending on the operating 
conditions is developed. This means that, unlike majority of previous 
studies in the field, the mass flow rates of the working fluids in all of 
the sub-cycles are considered as the problem outputs and are not 
fixed. Developing a detailed and powerful framework for evaluating 
the system from eco-exergy and enviro-exergy standpoints is another 
aspect of the novelties in the methodology of this paper. These an
alyses have advantages in the evaluation of MGESs, compared to the 
conventional analyses.  

• Novelty in optimization: A multi-criteria optimization (MCO) is 
done by combining artificial neural network (ANN) and non- 
dominated sorting GA II (NSGA-II) methods. Presenting the 
optimal operating conditions of the system based on this thorough 
approach with four objective functions is a novel aspect in the 
available literature. 

To achieve the above-mentioned goals, the rest of the study is 

Fig. 1. The outline of the introduced MGES; COM: compressor, AP: air pre-heater, CC: combustion chamber, GT: gas turbine, HEX: heat exchanger, VG: vapor 
generator, ST: steam turbine, PU: pump, EJ: ejector, EVA: evaporator, CON: condenser, EV: expansion valve, PEME: proton exchange membrane electrolyzer, 
SEP: separator. 
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organized as four main sections including: 

i) Section 2 begins with introducing the problem under investiga
tion and then the system operation is explained.  

ii) In Section 3, firstly, a brief and useful overview around the 
modeling and optimization steps is presented and then details of 
them are described and their related mathematical equations are 
formulated.  

iii) The effort of Section 4 is paid to present the outputs of the 
modeling and optimization procedures. Before it, the validity of 
the developed model is firstly demonstrated in this section.  

iv) Section 5 is dedicated to concluding remarks, perspective of the 
study, and suggestions for future works. 

Fig. 2. An illustrative sketch for different steps of the modeling and optimization procedures.  

Table 1 
Final form of the main equations for the energy and exergy models.  

Cycle Equipment name Mass balance Energy model Exergy model 

Regenerative gas turbine 
cycle 

Compressor ṁ1 = ṁ2 = ṁa  ẆCOM = ṁ1(h2 − h1) ,ηCOM,s =
h2,s − h1

h2 − h1  
Ψ̇COM = ẆCOM −

(

Ėx2 − Ėx1

)

Air pre-heater ṁ2 = ṁ3; ṁ5 = ṁ6  Q̇AP = ṁ2(h3 − h2) = ṁ5(h5 − h6) Ψ̇AP =

(

Ėx5 − Ėx6

)

−

(

Ėx3 − Ėx2

)

Combustion 
chamber 

ṁ3 + ṁ10 = ṁ4 = ṁgṁ10 = ṁf  ṁ3h3 + ṁ10 × LHVf = ṁ4h4 +

(1 − ηCC)ṁ10 × LHVf  

Ψ̇CC =
(

Ėx3 +Ėx10

)

− Ėx4 −

[

Q̇CC(1 −
T0

TCC
)

]

Gas turbine ṁ4 = ṁ5  ẆGT = ṁ5(h4 − h5) ,ηGT,s =
h4 − h5

h4 − h5,s  
Ψ̇GT =

(

Ėx4 − Ėx5

)

− ẆGT   

Rankine cycle Vapor generator ṁ7 = ṁ11; ṁ23 = ṁ20 = ṁRC  Q̇VG = ṁ11(h7 − h11) = ṁ20(h20 − h23) Ψ̇VG =

(

Ėx7 − Ėx11

)

−

(

Ėx20 − Ėx23

)

Steam turbine ṁ20 = ṁ21  ẆST = ṁ21(h20 − h21) ,ηST,s =
h20 − h21

h20 − h21,s  
Ψ̇ST =

(

Ėx20 − Ėx21

)

− ẆST   

Heat exchanger 2 ṁ21 = ṁ22 ; ṁ18 = ṁ12  Q̇HEX2 = ṁ21(h21 − h22) = ṁ18(h12 − h18) Ψ̇HEX2 =

(

Ėx21 − Ėx22

)

−

(

Ėx12 − Ėx18

)

Pump 2 ṁ22 = ṁ23  ẆPU2 = ṁ22(h23 − h22) ,ηPU2 ,s =
h23,s − h22

h23 − h22  
Ψ̇PU2 = ẆPU2 −

(

Ėx23 − Ėx22

)

Ejector refrigeration 
cycle 

Ejector ṁ12 + ṁ13 = ṁ14 = ṁERCṁ12 = ṁPF;

ṁ13 = ṁSF  

Refer to Table 2 
Ψ̇EJ =

(

Ėx12 +Ėx13

)

− Ėx14  

Evaporator ṁ19 = ṁ13 ; ṁ26 = ṁ27  Q̇EVA = ṁ13(h13 − h19) = ṁ26(h26 − h27) Ψ̇EVA =

(

Ėx19 − Ėx13

)

−

(

Ėx27 − Ėx26

)

Condenser ṁ14 = ṁ15 ; ṁ24 = ṁ25  Q̇CON = ṁ14(h14 − h15) = ṁ24(h25 − h24) Ψ̇CON =

(

Ėx14 − Ėx15

)

−

(

Ėx25 − Ėx24

)

Expansion valve ṁ17 = ṁ19  h19 = h17  Ψ̇EV = Ėx17 − Ėx19  

Pump 1 ṁ16 = ṁ18  ẆPU1 = ṁ16(h18 − h16) ,ηPU1 ,s =
h18,s − h16

h18 − h16  
Ψ̇PU1 = ẆPU1 −

(

Ėx18 − Ėx16

)

PEM elctrolyzer cycle Heat exchanger 3 ṁ11 = ṁ35 = ṁgṁ28 = ṁ29 = ṁPEMEC  Q̇HEX3 = ṁ35(h11 − h35) = ṁ28(h29 − h28) Ψ̇HEX3 =

(

Ėx11 − Ėx35

)

−

(

Ėx29 − Ėx28

)

PEM elctolyzer ṁ34 = ṁ30 + ṁ32ṁ32 = ṁH2 ; ṁ30 =

ṁH2O+O2  

Refer to Table 3 Ψ̇PEME =
(

Ėx34 +ẆPEME

)

−

(

Ėx30 +Ėx32

)

Separator ṁ30 = ṁ31 + ṁ33ṁ33 = ṁO2  ṁ30h30 = ṁ31h31 + ṁ33h33  Ψ̇SEP = Ėx30 −

(

Ėx31 +Ėx33

)
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2. Problem description and system operation 

This section gives information about the layout of the system and 
also its operating strategy. The problem under investigation is around 
development, modeling, and finding the optimal working operation of a 
MGES. The system is designed based on the district energy conditions 
and considered to work as an energy hub. To achieve this goal, this 
system can supply the power, cooling, and heating demands together 
with the production of hydrogen (as a clean fuel). An outline of the 
proposed MGES is drawn in Fig. 1 and the system operation strategy is 
explained in the following. Also, the following technical assumptions are 
taken for the system modeling in this study:  

• Based on the nature of the system equipment, changes in the velocity 
and height at the inlet/outlet sections of the equipment are low, 
except in the EJ. Accordingly, variation of the kinetic energy is 
neglected in all equipment except in the EJ (the momentum con
servation equation should also be applied for the EJ).  

• The heat loss from the CC during the combustion reaction is 
considered by defining thermal efficiency of the CC.  

• Based on the nature of the fluid flowing in the cycles, pressure drops 
for the RGTC’s equipment are considered, but it is negligible for the 
bottoming cycles.  

• The fluid flow within the EV is isenthalpic.  
• The air entering into the COM is composed of 77.48 % N2, 20.59% 

O2, 1.9% H2O, and 0.03% CO2. Natural gas is considered as the 
injected fuel into the CC and it is assumed to be pure methane 
(because, in most cases, more than 95%~98% of natural gas is made 
of methane). Also, depending on the system’s operating conditions, 
the molar fuel–air ratio is calculated within the thermodynamic 
modeling procedure, and finally solving the combustion reaction 
results in the components of the flue gas. 

The RGTC acts as the primary runner cycle, where the main power of 
the system is generated and is sold to the power grid, as one of the 
project incomes. The RGTC is the modified version of the basic GTC, in 
which an AP is utilized for improving the efficiency of the basic GTC 
(utilizing the AP causes a hotter air entering into the CC and results in 
the reduction of fuel consumption in the CC to reach the desirable 
exhaust gases temperature). In this work, an attempt has been made to 
maximally utilize the heating potential of hot outflow gas from the GT of 
the RGTC. For this, a district heating heat exchanger (HEX1) is firstly 
inserted on the way of the exhaust gases and the hot water is produced 
based on the 3GDH (third-generation district heating) conditions. Af
terward, the exhaust gases are respectively guided into the VG and HEX3 
for driving the RC and PEMEC. In the RC, some extra power is generated; 

Table 2 
Final form of the required equations for developing the energy model of the ejector [31].  

Description Equation 

Mass entrainment ratio of the ejector μ =
ṁSF

ṁPF
=

ṁ13

ṁ12  
Energy balance in the nozzle for the primary flow uPF,Nout =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2
(
hPF,Nin − hPF,Nout

)√

Isentropic efficiency of the nozzle ηN,s =
hPF,Nin − hPF,Nout

hPF,Nin − hPF,Nout ,s  
Energy balance in the nozzle for the secondary flow uSF,Nout =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2
(
hSF,Nin − hSF,Nout

)√

Momentum balance for the mixing chamber uMF,s =
uPF,Nout + μuSF,Nout

1 + μ  
Efficiency of the mixing chamber 

ηM =
u2

MF
u2

MF,s  
Energy conservation for the mixing chamber 

hMF =
hPF,Nout + μhSF

1 + μ −
u2

MF
2  

Isentropic efficiency of the diffuser ηD,s =
hD,s − hMF

hD − hMF  
Mass entrainment ratio of the ejector based on the ejector’s parameters μ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

ηN,sηMηD,s
(
hPF,Nin − hPF,Nout ,s

)
/
(
hD,s − hMF

)√

− 1  
Coefficient of performance for the ERC COP =

Produced cooling load in ERC
Input heating load to ERC   

Table 3 
Final form of the required equations for developing the energy model of the PEM eletrolyzer [32].  

Description Equation 

Chemical formula of the water splitting reaction 
H2O+ energy→H2 +

1
2

O2 ;

⎧
⎨

⎩

H2O→2H+ + 2e− +
1
2

O2 , Anode side

2H+ + 2e− →H2 , Cathode side  
Total required energy for splitting reaction ΔG = ΔH − TΔS  
Molar flow rate of the hydrogen ṄH2 =

J
2F  

Input power to the electrolyzer ẆPEME = JV  
Voltage potential of the electrolyzer V = V0 + Vact,a + Vact,c + Vohm  

Reversible potential (the Nernst equation) V0 = 1.229 −
[
8.5 × 10− 4(TPEME − 298)

]

Activation over-potential of the anode 
Vactv,a =

RT
F

sinh− 1
(

J
2J0,a

)

; J0,a = Jref,aexp
(

−
Eactv,a

RT

)

Activation over-potential of the cathode 
Vactv,c =

RT
F

sinh− 1
(

J
2J0,c

)

; J0,c = Jref,cexp
(

−
Eactv,c

RT

)

Ohmic over-potential of the electrolyte 

Vohm = JRPEME ;

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

RPEME =

∫ D

0

dx
σPEME(λ(x))

σPEME(λ(x)) = [0.5139λ(x) − 0.326 ] × exp
[

1268
(

1
303

−
1

TPEME

)]

λ(x) =
(

λa − λc

D

)

x + λc     
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considering design limitations of PEMEs, half of this extra power is fed to 
the PEME, and the remaining half is transmitted to the power grid for 
sale. In the PEMEC, the inlet pre-heated water is split into its constituent 
elements (the hydrogen and oxygen are respectively produced at the 
cathode and anode sides of the PEME). The produced hydrogen can be 
stored in tanks, used in hydrogen vehicles, blended into the NG grid with 
a permissible concentration (1–10 vol% [27]), or used for producing 
methane through the utilization of the exhaust gases (carbon capture) in 
a methanation unit (an attractive application of the proposed MGES for 
P2G (power to gas) technology, which made the system even cleaner and 
more sustainable [27]). Furthermore, an ERC is coupled to the RC at the 
HEX2 and the cooling load is produced at the EVA based on the 3GDC 
(third-generation district cooling) conditions. 

3. Problem modeling and optimizing procedures 

The effort of this section is focused on presenting full details of the 
modeling and optimization procedures. The analyses in this study are 
divided into two main sections: (a) problem modeling, and (b) optimal 
operating conditions. A summary about the modeling and optimizing 
procedures is depicted in Fig. 2. The program of the problem model is 

developed in the Engineering Equation Solver (EES) software and the 
optimization is done through developing a computation code in Matlab 
software based on the NSGA-II method. 

A complete evaluation of MGESs should consist of four different 
analyses including:  

(1) Energy analysis: This step begins with the development of the 
system’s thermodynamic model and results in the calculation of 
the system’s energetic outputs (in this study: the net generated 
power, the produced heating load, the produced cooling load, 
and mass flow rate of the produced hydrogen). In the present 
study, a potent thermodynamic model is derived with realistic 
assumptions for all of the system equipment. The sizing of all 
cycles (i.e. mass flow rate of working fluids) is variable based on 
the system’s working operation. However, in the majority of 
previous studies, the system operated with a constant size. It 
means that, for the sake of simplification, the mass flow rates of 
the working fluids were assumed to be constant (as the input 
parameters of the problem) in most of the previous studies. 

(2) Exergy analysis: This step is based on the second-law of thermo
dynamics and gives information about the rate of system 

Table 4 
Correlations used for determining purchasing cost of the MGES equipment.  

Cycle Equipment name Purchase equipment cost [$] Reference 

Regenerative gas turbine cycle Compressor 
PECCOM =

(
39.5×ṁ1

0.9 − ηCOM,s

)(
P2

P1

)[

ln
(

P2

P1

)]
[36]   

Air pre-heater* PECAP = 2290× (AAP)
0.6  [36]  

Combustion chamber 

PECCC =

⎛

⎜
⎜
⎝

25.6 × ṁ3

0.995 −
P4

P3

⎞

⎟
⎟
⎠[1+exp(0.018T4 − 26.4) ]

[36]    

Gas turbine 
PECGT =

⎛

⎝266.3 × ṁ4

0.92 − ηGT,s

⎞

⎠

[

ln
(

P4

P5

)]

[1+exp(0.036T4 − 54.4) ]
[36]   

District heating heat exchanger Heat exchanger 1* 
PECHEX1 = 12000×

(
AHEX1

100

)
0.6  [37]  

Vapor generator* 
PECVG = 17500×

(
AVG

100

)
0.6  [37]  

Rankine cycle Steam turbine 
PECST = 3880.5× Ẇ0.7

ST

(

1+

(
0.05

1 − ηST,s

)
3

)[

1+5exp
(

T20 − 866
10.42

)]

Heat exchanger 2* 
PECHEX2 = 12000

(
AHEX2

100

)
0.6  [37]  

Pump 2 
PECPU2 = 2100

⎛

⎝ẆPU2

10

⎞

⎠0.26×

(1 − ηPU2 ,s

ηPU2 ,s

)
0.5  

[37]   

Ejector refrigeration cycle Ejector 
PECEJ = 1000× 16.14× 0.989×ṁ12 ×

(
T12

0.1P12

)
0.05 × (0.1P14)

− 0.75  [36]  

Evaporator* 
PECEVA = 16000×

(
AEVA

100

)
0.6  [37]   

Condenser* 
PECCON = 8000×

(
ACON

100

)
0.6  [37]  

Expansion valve PECEV = 114.5× ṁ17  [37] 
Pump 1 

PECPU1 = 2100

⎛

⎝ẆPU1

10

⎞

⎠0.26×

(1 − ηPU1 ,s

ηPU1 ,s

)
0.5  

[37]    

PEM elctrolyzer cycle Heat exchanger 3* 
PECHEX3 = 12000

(
AHEX3

100

)
0.6  [37]  

PEM electrolyzer PECPEME = 1000ẆPEME  [38]   

Separator 
PECSEP = 114.5×

(

ṁ30

)
0.67  [37]    

* The required heat transfer area (A) of different heat exchanging equipment in the cycle is calculated based on the material presented in Appendix A. 
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irreversibility. In the other words, it calculates that how much of 
the system’s exergy is lost during energy conversion processes.  

(3) Environmental analysis: This step investigates the environmental 
impact of the system. The conventional environmental analysis 
just presents the amount of the released pollutants. Furthermore, 
in most of the previous studies in the field, the combustion pro
cess is not addressed for the simplification of the modeling pro
cedure (just pays attention to CO2). In the present study, all of the 
main pollutants and greenhouse gases (including CO2, CO, and 
NOx) are involved in the modeling procedure. To make the 
analysis even more fruitful, the enviro-exergy model is presented 
instead of the conventional environmental analysis. This analysis 
illustrates the amount of the released harmful gases per system’s 
productions based on the system’s working operation. 

(4) Economic analysis: This step examines whether the implementa
tion of the proposed system is economically viable or not. To have 
a better understanding, an eco-exergy model is developed, which 
presents the system costs per system’s productions. Furthermore, 
unlike most previous studies which considered a fixed amount for 
the equipment cost in terms of their production/consumption 
scale, accurate correlations are utilized for determining the 
equipment cost based on the system’s working operation. 

3.1. Energy and exergy models 

The energy and exergy models, which respectively are based on the 
first- and second-law of thermodynamics, are the initial analyzing tools 

Table 5 
Final form of the main equations for the eco-exergy model.  

Cycle Equipment name Exergoeconomic model Auxiliary equation 

Regenerative gas turbine cycle Compressor Ċ2 = Ċ1 + ĊW,COM + ŻCOM  cW,COMP = cW,GTc1 = 0  

Air pre-heater Ċ3 + Ċ6 = Ċ2 + Ċ5 + ŻAP  c6 = c5  

Combustion chamber Ċ4 = Ċ3 + Ċ10 + ŻCC  Ċ10 = Ċf =

(

cf × ṁ10 × LHVf

)

× 3600× tyear  

Gas turbine Ċ5 + ĊW,GT = Ċ4 + ŻGT  c5 = c4  

District heating heat exchanger Heat exchanger 1 Ċ7 + Ċ9 = Ċ6 + Ċ8 + ŻHEX1  
c7 = c6c8 = 0  

Rankine cycle Vapor generator Ċ11 + Ċ20 = Ċ7 + Ċ23 + ŻVG  c11 = c7  

Steam turbine Ċ21 + ĊW,ST = Ċ20 + ŻST  c21 = c20  

Heat exchanger 2 Ċ22 + Ċ12 = Ċ21 + Ċ18 + ŻHEX2  
c22 = c21  

Pump 2 Ċ23 = Ċ22 + ĊW,PU2 + ŻPU2  
cW,PU2 = cW,ST  

Ejector refrigeration cycle Ejector Ċ14 = Ċ12 + Ċ13 + ŻEJ  – 

Evaporator Ċ13 + Ċ27 = Ċ19 + Ċ26 + ŻEVA  c13 = c19c26 = 0  

Condenser Ċ15 + Ċ25 = Ċ14 + Ċ24 + ŻCON  c15 = c14c24 = 0  

Expansion valve Ċ19 = Ċ17 + ŻEV  – 

Pump 1 Ċ18 = Ċ16 + ĊW,PU1 + ŻPU1  
cW,PU1 = cW,ST  

Division point Ċ15 = Ċ16 + Ċ17  c16 = c17  

PEM elctrolyzer cycle Heat exchanger 3 Ċ29 + Ċ35 = Ċ11 + Ċ28 + ŻHEX3  
c35 = c11c28 = 0  

PEME electrolyzer Ċ32 + Ċ30 = Ċ34 + ĊW,PEME + ŻPEME  cW,PEME = cW,ST  

Separator Ċ31 + Ċ33 = Ċ30 + ŻSEP  Ċ31 − Ċ30

Ė31 − Ė30
=

Ċ33 − Ċ30

Ė33 − Ė30  
Division point Ċ29 + Ċ31 = Ċ34  –  

Table 6 
Final form of the main required equations for the enviro-exergy model.  

Description Equation 

Real combustion reaction of hydrocarbon Cx1 Hx2  λCx1 Hx2 + (0.2059O2 +0.7748N2 +0.019H2O+0.0003CO2)→yCO2 CO2 + yN2 N2 + yO2
O2 + yH2 OH2O + yNONO + yCOCO  

Equivalence ratio 
∅ =

stoichiometric λ
Actual λ

; λ =
n10

n1  

Temperature of the combustion chamber primary zone** 
TPZ = C δκexp

(
ϑ(δ + ε)2

)(P3

P0

)
x*
(

T3

P0

)
y*
(

x2

x1

)
z*  

Mass flow of the emitted nitrogen oxide 
mNOx =

0.15 × 1016T 0.5exp( − 71100/TPZ)

P0.05
3 (ΔPCC/P3)0.5 ; ṁNOx = mNOx × 10− 3 × ṁ10  

Mass flow rate of the emitted carbon monoxide 
mCO =

0.179 × 109exp(7800/TPZ)

P2
3T (ΔPCC/P3)0.5 ; ṁCO = mCO × 10− 3 × ṁ10  

Environmental penalty cost rate 
Ċenv =

[

cCO2 × ṁCO2 +cCOṁCO +cNOxṁNOx

]

× 3600× tyear    

** All details about the constant values in this equation can be found in reference [39]. 
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for any energy system. These two models should be developed for all of 
the system equipment as written in Eqs. (1) and (2) [28,29]. 
(
∑

in

[

ṁ
(

h +
u2

2
+ gz

)]

in,k

)

+
∑

Q̇k

=

(
∑

out

[

ṁ
(

h +
u2

2
+ gz

)]

out,k

)

+
∑

Ẇk (1)  

(
∑

in
Ėxin,k

)

+

(
∑
[

1 −
T0

Tk

]

Q̇k

)⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞
ĖxQ

=

(
∑

out
Ėxout,k

)

+

(
∑

Ẇk

)⏞̅̅̅̅̅̅̅⏟⏟̅̅̅̅̅̅̅⏞
ĖxW

+ Ψ̇ k (2)  

in which, the terms ṁ, h, and u stand for mass flow rate, specific 
enthalpy, and velocity of the working fluids at different flow streams in 
the cycle. Also, g, z, Q̇, Ẇ, Ėx, and Ψ̇ show gravitational acceleration, 
height, heat transfer rate, power, exergy rate, and exergy destruction 
rate, respectively. The subscripts of “k”, “in”, “out”, and “D” refer to the 
“equipment k in the cycle”, “inlet section of equipment”, “outlet section 
of equipment”, and “destruction”, respectively. 

During the development of these two models, the laws of conserva

tion for mass and momentum are also required. The final form of the 
mass and momentum conservation is stated as Eqs. (3) and (4), 
respectively. Furthermore, the exergy rate for each of the flow streams is 
calculated as the sum of the physical and chemical exergy rates, as 
expressed in Eq. (5) [30]. 
∑

in
ṁin,k =

∑

out
ṁout,k (3)  

∑

in
(ṁu)in,k =

∑

out
(ṁu)out,k (4)  

Ėxk = [ṁ((h − h0) − T0(s − s0)) ]k

⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏟⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏞
Ėxph,k

+

[

ṁ

(
∑

i
YiexCh,i +RT0

∑

i
YilnYi

)]

k

⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏟⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏞
Ėxch,k

(5) 

In the above-equations, s is specific entropy, ex is specific exergy, 
R=8.314 kJ/kmol.K is the universal gas constant, and the subscript “0′′

refers to the reference thermodynamic conditions (i.e. T0 = 298 K and 
P0 = 1.01 bar). 

Table 7 
Required input data for the modeling procedure.  

Parameter Symbol Value Reference 

Reference temperature/ pressure T0/ P0  289 K/1.01 bar 
86% 

[4] 
Isentropic efficiency of Compressor ηCOM,s  

Gas turbine ηGT,s  86% 
Steam turbine ηST,s  85% 
Pumps ηPU1 ,s, ηPU2 ,s  80%, 80% 

Pressure drop within Air pre-heater (air side) ΔPAP,air  5% 
Air pre-heater (exhaust gases side) ΔPAP,gas  3% 
Combustion chamber ΔPCC  5% 
Heat exchanger 1 (exhaust gases side) ΔPHEX1  5% 

Inlet temperature of combustion chamber T3  750 K 
Thermal efficiency of combustion chamber ηCC  98% 
Fuel supply pressure P10  12 bar 
District heating supply/ return temperature T9/ T8  353 K/313 K [41] 
Isentropic efficiency of ejector’s nozzle ηN,s  85% [42] 
Efficiency of ejector’s mixing chamber ηM  90% 
Isentropic efficiency of ejector’s diffuser ηD,s  85% 
District cooling supply/ return temperature T33/ T32  281 K/288 K [41] 
Temperature of PEM electrolyzer T34  353 K [42] 
Thickness of membrane D  100 μm 
Activation energy of anode/ cathode Eactv,a/ Eactv,c  76 kJ mol− 1/ 18 kJ mol− 1 

Water content of anode/ cathode λa/ λc  14 Ω− 1/ 10 Ω− 1 

Pre-expotential factor of anode/ cathode Jref,a/ Jref,c  1.7 × 105 A m− 2/ 4.6 × 103 A m− 2 

Faraday constant F  96,486 C mol− 1 

Fuel cost/ lower heating value cf / LHVf  2.5 $.GJ− 1/ 50916.96 kJ kg− 1  

Selling price of power cpower  30 €.(MWh)-1 [41] 
heat cheat  20 €.(MWh)-1 

cold ccold  25 €.(MWh)-1 

hydrogen chydrogen  7 $ kg− 1  

Releasing penalty coefficient of carbon dioxide cCO2  0.024 $ kgCO₂
-1 [42] 

carbon monoxide cCO  0.02086 $ kgCO
-1 

nitrogen oxide cNOx  6.853 $ kgNOx
-1 

Operating hours during a year tyear  7000 h [19] 
Expected life span of system N  15 years 
Operating and maintenance coefficient Φ  1.06 
Effective interest rate ieff  10% 
Rate of discount DR  8% 
Rate of inflation r  5%  
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Fig. 3. A flowchart for different steps of the modeling procedure.  

Fig. 4. An illustrative sketch for the methodology of the optimization procedure.  
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Applying the energy and exergy governing equation to each of the 
system equipment, the final simplified format of them is listed in 
Table 1. Furthermore, the energy models of the EJ and PEME are 
tabulated in Tables 2 and 3, due to the complexity of their model. 

3.2. Eco-exergy and enviro-exergy models 

As mentioned, the economic feasibility of implementing the pro
posed plant and its environmental aspects are essential steps that should 
be taken into account after the confirmation of the system efficiency. For 
this, the eco-exergy and enviro-exergy models are developed in this 
study. For each of these two models, real assumptions and robust ap
proaches are utilized as described in the following. 

The eco-exergy model is based on solving the equation of cost bal
ance per unit exergy for all system equipment simultaneously. The cost 
rate balance equation of the equipment k is written as Eq. (6) [33]. 
(
∑

in
Ċin,k

)

+

(
∑

ĊQ,k

)

+ Żk =

(
∑

out
Ċout,k

)

+

(
∑

ĊW,k

)

(6)  

in which, the parameter Ċ = cĖx signifies to the cost rate of flow streams 
(c is the cost per unit exergy). Hence, the eco-exergy equation (i.e. the 
equation of cost balance per unit exergy) for the equipment k is obtained 
as Eq. (7). Also, Żk represents the total non-exergetic cost rate of 
equipment k (includes purchasing and O&M2 costs) which is defined as 
Eq. (8) [34]. 
(
∑

in

[

cinĖxin

]

k

)

+

(
∑

[

cQĖxQ

]

k

)

+ Żk

=

(
∑

out

[

coutĖxout

]

k

)

+

(
∑

[

cW ĖxW

]

k

)

(7)  

Żk = ŻPEC
k + ŻO&M

k = PECk × CRC × Φ (8)  

where the parameters CRC and Φ denote cost recovery coefficient and 
O&M coefficient, respectively. These two coefficients are respectively 
exerted for converting cost [$] to cost rate [$/yr] and for considering 
yearly O&M costs [35]. Also, precise correlations are employed to 

determine the purchasing cost of the system equipment (i.e. PEC) based 
on their operating conditions (refer to Table 4). 

CRC = ieff ×

[ (
1 + ieff

)
N

(
1 + ieff

)
N − 1

]

(9)  

in which, ieff and N imply to the effective interest rate and the system’s 
life span (expected operating years), respectively. 

The final simplified format of the eco-exergy and enviro-exergy 
governing equations are respectively tabulated in Tables 5 and 6. 

As another useful result for the economic verification of the proposed 
MGES, the net present value (NPV) is also calculated and the required 
time for recovering the initial investment is estimated. In this study, the 
dynamic payback period is taken into account. Unlike the static payback 
period (which is not a reliable approach and is just a simple economic 
technique for doing a quick evaluation), the dynamic approach contains 
more economic considerations. The static approach has two weaknesses: 
(i) it does not consider the money which will be saved after the PBP has 
finished, (ii) it does not take into account the inflation indicators. The 
effects of inflation and capital discount in each year during the system’s 
life span are taken into consideration in the employed NPV approach 
and finally, the payback period time is determined [40]: 

Table 8 
List of the assumptions and adjusted values for the ANN and NSGA-II 
specifications.  

Method Specification Assumption or adjusted 
value 

ANN Network architecture Feed-forward 
Network training approach Levenberg-Marquardt 

back-propagation 
Number of hidden layers 2 layers 
Number of neurons in each hidden layer In the first hidden layer: 

5 neurons 
In the second hidden 
layer: 4 neurons 

Transfer functions In the hidden layers: log- 
sigmoid (logsig) 
In the output layer: linear 
(purelin) 

The amount of data used from data bank in 
different sections in the design of ANN 

For training: 70% 
For validation: 15% 
For testing: 15% 

NSGA- 
II 

Chromosome number of each individual 6 
Individuals number of the population 150 
Maximum iteration number 200 
Mutation probability 0.7 
Crossover probability 0.3  

Fig. 5. Validating the results of the modeling procedure in this study versus, (a) 
modeling results of Moghimi et al. (ηen,RGTC for RGTC) [36], experimental re
sults of Yapıcı et al. (COPERC for ERC) [44], experimental results of Ioroi et al. 
[45] (Vcell for PEMEC), (b) modeling results of Nemati et al. (ẆORC for 
ORC) [43]. 

2 O&M: Operating & Maintenance 
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{
NPV0 = − (FC × IF0 × RDF0)

NPVi = NPVi− 1 + (AS × IFi × RDFi) ; i = 1, 2,⋯,N (10)  

in which, the parameter AS refers to the annual savings which can be 
calculated by subtracting the annual incomes from annual operating 
costs. Also, IF and RDF respectively return to the inflation factor and real 
discount factor which are expressed as follows [50]: 

IFi =
(

1 +
r

100

)− i
(11)  

RDFi =

(

1 +
RIR
100

)− i

(12)  

RIR = DR − r (13)  

in which, r, RIR, and DR refer to the rate of inflation, real interest rate, 
and discount rate, respectively. 

3.3. Assessment criteria, design variables, and input data 

As the final step in the modeling procedure, some criteria should be 
defined to assess the performance of the proposed MGES based on the 
different developed models. Hence, five assessment criteria are defined 
namely energy efficiency (ηen), exergy efficiency (ηex), levelized cost of 
productions (LCP), levelized annual emissions (LAE), and levelized 
annual costs to incomes (LACI). These functions are defined as follows: 

ηen =
Total produced energy

Total input energy
=

Ẇnet + Q̇HEX1

⏞̅̅ ⏟⏟̅̅ ⏞
Q̇heating

+ Q̇EVA

⏞̅⏟⏟̅⏞
Q̇cooling

+

(

ṁ32 × LHVH2

)⏞̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏟⏟̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏞
Ėhydrogen

ṁ10 × LHVf

(14)      

Fig. 6. Verifying the accuracy of the ANN in the prediction of the modeling results for, (a) energy efficiency, (b) exergy efficiency, (c) levelized annual costs to 
incomes, (d) levelized annual emissions. 

ηex =
Total produced exergy

Total input exegy
=

Ẇnet

⏞⏟⏟⏞
Ėxpower

+
(

Ėx9 − Ėx8

)⏞̅̅̅̅̅̅̅̅̅ ⏟⏟̅̅̅̅̅̅̅̅̅ ⏞
Ėxheating

+
(

Ėx27 − Ėx26

)⏞̅̅̅̅̅̅̅̅̅̅̅⏟⏟̅̅̅̅̅̅̅̅̅̅̅⏞
Ėxcooling

+
(

Ėx32 + Ėx30

)⏞̅̅̅̅̅̅̅̅̅̅̅⏟⏟̅̅̅̅̅̅̅̅̅̅̅⏞
Ėxhydrogen

Ėx1 + Ėx10 + Ėx28
(15)   
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Fig. 7. Variation of the defined assessment criteria in terms of compressor pressure ratio at various gas turbine inlet temperatures.  
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Fig. 8. Variation of the defined assessment criteria in terms of vapor generator pressure at various vapor generator pinch point temperatures.  
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Fig. 9. Variation of the defined assessment criteria in terms of evaporator temperature at various heat exchanger 2 pinch point temperatures.  
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LAE =
Totalannaualemissions
Totalproducedexergy

=
ṁCO2 + ṁCO + ṁNOx

Ėxpower + Ėxheating + Ėxcooling + Ėxhydrogen

(18) 

In this study, a comprehensive parametric study is conducted to 
clarify the sensitivity of the assessment criteria to some of the most 
important design variables of the proposed MGES. The studied design 
variables include the compressor pressure ratio, gas turbine inlet tem
perature, vapor generator pressure, vapor generator pinch point tem
perature, evaporator temperature, and heat exchanger 2 pinch point 
temperature, with the corresponding investigated range of 5≤PRCOM 

[-]≤15, 1200 ≤TGT[K]≤1400, 5≤PVG[bar]≤25, 20≤PPTVG[K]≤40, 
268≤TEVA[K]≤280, and 10≤PPTHEX2 [K]≤30, respectively. It should be 
noted that these ranges are the widest ranges based on the technical and 
thermodynamic possibility of the system and commercial availability of 
the utilized technologies. 

The remaining part of this sub-section presents the initial input data 
used for the modeling procedure. The list of input data is summarized in 
Table 7. 

A comprehensive flowchart is depicted in Fig. 3 for summarizing all 
of the steps of the problem modeling procedure. As presented in previ
ous sections and can be inferred from this flowchart, the cycles’ sizing (i. 
e. mass flow rate of the working fluids) and heat exchangers sizing (i.e. 
the required heat transfer area) varies based on the system’s operating 
conditions. This is while constant values were considered for these two 
concepts in most of the other similar works. Different steps of the 4E 
models are done through developing a computational code in EES 

software. Also, the data library of the EES is used for determining the 
thermo-physical properties of the flow streams. 

3.4. Optimization model 

As the EES software does not support MCO problem, in this study, the 
optimization is done by the MATLAB software. Therefore, for optimizing 
the problem, the developed EES code should be called in MATLAB. 

Table 9 
Optimal operating conditions of the proposed MGES.  

Measured item Optimal amount 

Design variables  
PRCOM  12.75 
TGT  1260 
PVG  5.8 bar 
PPTVG  29.94 K 
TEVA  281 K 
PPTHEX2  10.02 K 
Evaluation criteria  
ηen  89.75% 
ηex  35.21% 
LACI  0.756 
LAE  58.79 kg/GJ 
MGES’s productions  
Ẇnet  21.42 MW 

Q̇heating  26.81 MW 

Q̇cooling  8.89 MW 

ṁH2  11.96 kg/h  Fig. 10. The exergy destruction rate at the optimal operating conditions for 
equipment of (a) mover cycle, (b) bottoming cycles. 

LCP =
Total annual cost rates
Total produced exergy

=

ĊW,net

⏞̅̅⏟⏟̅̅⏞
Ċpower

+ Ċ9

⏞⏟⏟⏞
Ċheating

+ Ċ27

⏞⏟⏟⏞
Ċcooling

+

(

Ċ32 + Ċ30

)⏞̅̅̅̅̅̅̅̅̅⏟⏟̅̅̅̅̅̅̅̅̅⏞ Ċhydrogen

[
Ėxpower + Ėxheating + Ėxcooling + Ėxhydrogen

]
× tyear × 3600

(16)  

LACI =
Total annual cost rates
Total annual incomes

=

ĊW,net

⏞̅̅⏟⏟̅̅⏞
Ċpower

+ Ċ9

⏞⏟⏟⏞
Ċheating

+ Ċ27

⏞⏟⏟⏞
Ċcooling

+

(

Ċ32 + Ċ30

)⏞̅̅̅̅̅̅̅̅̅⏟⏟̅̅̅̅̅̅̅̅̅⏞
Ċhydrogen

[(

Ẇnet × c
)

+
(

Ėx × c
)

heating +
(

Ėx × c
)

cooling +
(

Ėx × c
)

hydrogen

]

× tyear

(17)   
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Performing this procedure takes a long calculation time. In this study, an 
AAN is trained to overcome this issue. In this way, the ANN re-models 
the problem modeling procedure to make the outputs directly usable 
in MATLAB. For this, a random data bank (including 350 randomly 
generated data), including the defined design variables and assessment 
criteria, is generated by the EES. These data are imported into the ANN 
for fitting the changing trend of the assessment criteria. Finally, the 
outputs of the ANN are introduced to the NSGA-II method for reaching 
the optimal operation of the MGES. This procedure is depicted in Fig. 4 
and the specifications of the utilized ANN and NSGA-II are listed in 
Table 8. It should be mentioned that the ranges of optimization pa
rameters (i.e. the design variables) are the same as that for the para
metric study which are presented in the previous section. 

4. Results and discussion 

This section, firstly, starts with validating the accuracy of the 
modeling procedure and then continues with presenting a strong para
metric study. Finally, the optimal operating conditions of the MGES are 
sought by applying a MCO procedure. 

4.1. Validation and verification of the modeling and optimizing 
procedures 

Due to the novelty of the proposed system layout in this study, this 
concept has not been studied in the literature. Hence, each sub-cycle is 
validated through the comparison of its outputs with a reliable recently 
published work in the field. For this purpose, the modeling results of this 
study are compared with results of Moghimi et al. (for RGTC) [36], 
Nemati et al. (for ORC) [43], Yapıcı et al. (for ERC) [44], and Ioroi et al. 
[45] (for PEMEC). The relative deviation percentage3 [46] is utilized to 
express the amount of differences. Based on Fig. 5, the relative deviation 
percentages are within ±1%, ±1%, ±5.5%, and ±3% for the RGTC, 
ORC, ERC, and PEMC, respectively. Also, for further verification, the 

mean absolute error (MAE)4 is also calculated. Based on Fig. 5, the MAEs 
are 0.0917, 2.0514, 0.1082, and 0.0192 for the RGTC, ORC, ERC, and 
PEMC, respectively. Relying on these contents, it can be stated that the 
results of the modeling procedure are valid and truthful. 

In the next step, the accuracy of the ANN-predicted values for the 
assessment criteria are compared with those of the modeling results. The 
outputs of this comparison are plotted in Fig. 6 and the coefficient of 
determination (R2) is applied for the accuracy evaluation. The results 
showed that the value of R2 is 0.9984, 0.9933, 0.9975, and 0.9995 for 
the ηen, ηex, LACI, and LAE, respectively. The closer R2 values to the 
unity, the higher the accuracy of the ANN in the prediction of modeling 
results (R2 = 1 means that the ANN-predicted values exactly match the 
modeling results). Consequently, the findings demonstrate that the 
trained ANN is accurate enough. 

4.2. Outputs of the modeling procedure (parametric study) 

After validating the correctness of the modeling outputs, in this 
section, a robust and comprehensive parametric study is firstly carried 
out for analyzing the sensitivity of the system performance to the design 
variables. 

To better present and interpret the outcomes of the parametric study, 
the most important results are discussed as follows. It is worth 
mentioning that, in the parametric study, for evaluating the effect of 
each design variable, the intended variable is varied within its range 
while the other variables are kept constant.  

• The effects of the most important parameters of the RGTC (i.e. PRCOM 

and TGT) are plotted in Fig. 7. 
Analyzing the results illustrated that choosing larger compressors 

(i.e. higher PRCOM) initially leads to warmer air entering the com
bustion chamber (i.e. higher T3); but after a certain amount of PRCOM 

(which depends on the amount of other design variables), this trend 
is reversed. According to the operating strategy of the system under 

Fig. 11. The Grassmann diagram at the optimal operating conditions for (a) mover cycle, (b) bottoming cycles.  

3 Relativedeviationpercentage =

(
Presentstudy− Referencestudy

Referencestudy

)

× 100 4 Meanabsoluteerror =

∑n
i=1

|Presentstudy− Referencestudy|
n ; nisnumberofdatapoints 
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study, the higher the temperature of the inlet air to the combustion 
chamber, the less fuel needs to be injected to achieve the desired TGT. 
As a conclusion, within the investigated range of PRCOM, increasing 
PRCOM initially increases the exergy efficiency, but from a certain 
amount of PRCOM onwards, these trends are reversed. Analyzing the 
results demonstrated that the variation trend for total pollutants 
mass flow rate is based on a quadratic polynomial with a minimum 
point. On the other side, higher PRCOM results in the continuous 
increment of the total productions exergy. The order-of-magnitude 
for increment of the total produced exergy is very much higher 
than that of for pollutants rate, and hence it has dominant effect. 
Based on these behaviors and considering Eq. (18), a continuous 
reduction trend is observed in enviro-exergy criterion (i.e. LAE) with 
increasing PRCOM. A similar trend is also observed for LCP with the 
variation of PRCOM. 

Scrutiny of results showed that the system’s total productions, 
total produced exergy, and total capital costs are consciously 
increased by the increment of PRCOM. But from the other side, for the 

system’s fuel consumption, total fuel exergy, and total emissions rate 
a minimum point is observed by the variation of PRCOM within the 
studied range. 

The parametric study of TGT illustrates that the system’s total 
productions, total produced exergy, and total capital costs are 
consciously reduced by increment of TGT. But for the other influential 
criteria (i.e. system’s fuel consumption, total fuel exergy, and total 
emissions rate), the pattern of TGT variations depend on the amount 
of PRCOM. So that, at lower values of PRCOM, these three parameters 
are firstly increased; but as PRCOM gets higher, from a certain amount 
of PRCOM onwards, they take a decreasing trend. 

Considering the above explanations and taking into account Eqs. 
(14)–(17), the design variables of RGTC have conflicting effects on 
the assessment criteria. So that, the final trend of the assessment 
criteria depends on the effect of the dominant variable (i.e. higher 
order-of-magnitude). In such a situation, finding the optimal system 
operating conditions, in which all the assessment criteria are 

Fig. 13. The net present value at the optimal operating conditions during the system working years.  

Fig. 12. Cost rate distribution at the optimal operating conditions including all the eco-environmental indices for different cycles and equipment.  
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simultaneously at a desirable value, would be considered as a fruitful 
finding.  

• Unlike the RGTC, changes in the design variables of the bottoming 
sub-cycles do not have complicated interactions on the evaluation 
indicators. 

At a certain PPTVG, increasing PVG worsens both of the energy and 
exergy efficiencies and leads to higher system costs. On the other 
side, at a certain PVG, adjusting a lower PPT for the VG results in a 
better performance from all of the energetic, exergetic, and economic 
standpoints (Fig. 8). So that increasing PVG from 5 bar to 25 bar 
results a maximum increment of 1.9% in LCP, which is occurred 
atPPTVG = 40 K. 

Also, considering the results of Fig. 9, the increment of TEVA and 
reduction of PPTHEX2 results in a more efficient system from all of the 
4E points-of-view.  

• For design parameters of the bottoming cycles, the net generated 
power is significantly depended on ẆST. Because variation of them 
have no effect on the power generation of the RGTC, and among the 
ST and PUs, the ẆST has a much larger order-of-magnitude. 

For example, increasing PVG results in the reduction of ẆST and 
ẆPU1 together with the increment of ẆPU2 . As increment of ẆST has a 
dominant effect, the general trend of Ẇnet is in accordance to ẆST 

(ẆST≫
(

ẆPU1 , ẆPU2

)

). About the reason of reducing trend in ẆST 

with increasing PVG, it should be noted that the order-of-magnitude 
in the reduction of steam mass flow rate passing the ST (i.e. ṁ20) is 
dominant over the increment of enthalpy drop within the ST (i.e. 
Δh = h20 − h21).  

• Considering Fig. 8d and Fig. 9d, although the pollutants emission 
rate does not change with the design variables of the bottoming sub- 
cycles, they affect the enviro-exergy assessment criteria. Based on the 
findings discussed above and taking into account Eq. (17), reducing 
PVG, increasing PPTVG, reducing PPTHEX2 , and increasing TEVA within 
their studied range lead to a maximum reduction of 4.9%, 5.1%, 
1.4%, and 2.7% in LAE. This is while that changing these design 
variables has no effect on the emitted harmful gases (i.e. ṁCO2 , ṁCO, 
and ṁNOx remain constant). This proves the superiority of the enviro- 
exergy analysis versus conventional environmental analysis.  

• Comparing all the results of the parametric study illustrated that the 
design variables of the RGTC and ERC have the highest and lowest 
impact on the assessment criteria, respectively. 

4.3. Outputs of the optimization procedure (optimal operation) 

In the last part of this section, the endeavor is focused on discovering 
the optimal values of the design variables and operating conditions of 
the MGES. Since the optimization of the present problem consists of four 
objective functions (the defined assessment criteria), finding an optimal 
solution to such MCO problems does not make sense. In this case, there is 
a so-called Pareto front where all the points located on it are the can
didates for the optimal answer, and depending on the constraints 
considered by the designer, using the decision-making approaches, the 
best optimal answer can be selected from these candidates. In this study, 
the LINMAP5 decision-making approach [47] is used for simultaneous 
maximization of ηen and ηex together with minimization of LACI and 
LAE. The final outputs of this procedure are listed in Table 9. 

The contribution of the equipment in the exergy destruction rate for 
all the cycles and Grassmann diagram (exergy flow) at the optimal 
operating conditions of the system is respectively drawn in Figs. 10 and 

11. Based on Fig. 11a and b, from the total input exergy of the mover 
cycle (64826.2 kW), a part is utilized for power generation and heat 
production (20000 kW and 2384.2 kW, respectively), a part is 
destroyed/lost within its equipment (36920.7 kW), and the remaining 
part is recovered for running the bottoming sub-cycles (5521.4 kW, 
which is equal to Ėx7). From the useful recovered exergy of the mover 
cycle, a part is utilized for system’s extra productions (409.9 kW for 
extra power in the RC, 145.9 kW for cold in the ERC, and 187.3 kW for 
hydrogen in the PEMEC), a part is spent on other systemized products or 
destroyed by the equipment, and finally the remaining part is discharged 
through the stack (2234.8 kW). This process leads to the optimal MGES 
exergy efficiency of 35.21%. 

As can be inferred from Fig. 11, 55.4% of the input exergy is 
destroyed in the RGTC and HEX1 (44.3% of this value is related to the 
RGTC and 11.1% for the HEX1). The most contribution in the total 
exergy destruction is dedicated to the CC and it is related to the irre
versible nature of the combustion reaction. After that, because of tem
perature difference between inlet and outlet, the HEX1 is selected as the 
second source of irreversibility among all system equipment. 

Fig. 12 depicts useful information about the contribution eco- 
environmental indices affecting the system’s total cost rate at the 
optimal operating conditions. Analyzing the results showed that 
approximately half of the total cost rate, in all of the operating condi
tions, is related to the cost rate (46.95% of total cost rate at the optimal 
conditions). Another point of this figure is the significant share of the 
environmental penalties in the total cost rate. Although the penalty 
coefficient of releasing each unit of NOx is much higher than that of CO2 
and CO, the environmental penalty cost rate of NOx is negligible due to 
the negligible mass flow rate of NOx emission in the combustion process 
of the GTC. Another finding of this figure is that the RGTC, as the mover 
cycle, has the highest contribution in the total capital cost (48.60%: 
approximately half of the system’s total capital cost), which is respec
tively followed by the ERC, PEMEC, and RC. 

Fig. 13 shows the NPV during the system’s life span at the optimal 
operating conditions. Relying on this chart, the profit reaches a positive 
amount approximately 5 years after the system construction, which is a 
reasonable payback time for such a system. As it can be inferred from the 
figure, the “0′′ in the time ax means that one year is considered for 
constructing the plant and the plant operates from the year “1”. 

5. Conclusion, perspective, and future works 

Proposing large-scale optimum MGESs based on the WHR from 
available conventional mono-product power plants is a substantial 
problem for sustainable development and grid stability. Accordingly, the 
aim of this study was firstly focused on the proposal and assessment of a 
new MGES as a district energy hub. For this, strong eco-exergy and 
enviro-exergy models were developed to assess the impact of design 
parameters on the system performance. At the second phase of the study, 
optimal operation of the proposed MGES was sought utilizing a powerful 
optimization procedure. It is worth noting that the proposed MGES 
comprises a RGTC, a district heating heat exchanger, a RC, an ERC, and a 
PEME hydrogen production unit which could simultaneously produce 
power, heat, cold, and hydrogen. 

The outputs of the parametric analysis revealed that the design 
variables of the RGTC and ERC have the highest and lowest impact on 
the assessment criteria. So that, among all of the investigated design 
parameters (including the mover and bottoming cycles), the variables of 
PRCOM and PPTHEX2 have the highest and lowest impact on the defined 
assessment criteria. Also, the criteria of ηen and ηex were identified as the 
most sensitive and indifferent assessment criteria, respectively. 
Furthermore, after the ηen, the LAE was elected as the second sensitive 
assessment criterion. 

Applying the powerful optimization procedure, the optimal oper
ating conditions of the proposed MGES were obtained asPRCOM = 12.75, 

5 Linear Programming Technique for Multidimensional Analysis of Preference 
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TGT=1260 K, PVG=5.8 bar, PPTVG=29.94 K, TEVA=281 K, andPPTHEX2 

= 10.02 K. The corresponding system productions were included 21.42 
MW of power, 26.81 MW of heat, 8.89 MW of cold, and 11.96 kg/h of 
hydrogen. This results in achieving the energy and exergy efficiencies of 
89.75% 35.21%, respectively. In such conditions, the payback period 
was approximately 5 years, demonstrating the economic feasibility of 
the proposal. 

The most important findings of the exergy, eco-exergy, and enviro- 
exergy analyses could also be summarized as following points: (i) 
Approximately half of the fuel exergy is destroyed in the RGTC and the 
CC is the most exergy destructive equipment. (ii) The share of fuel cost, 
capital cost, and environmental penalty cost are respectively 46.95%, 
29.38%, and 23.67%, at the optimal conditions. (iii) Although the 
design variables of the bottoming cycles are not effective on the amount 
of pollutants (conventional environmental analysis), they have signifi
cant effect on the enviro-exergy assessment criterion (enviro-exergy 
analysis). 

The perspective of the global energy market requires applicable en
ergy systems based on local needs and resources. As an attractive 
application for the proposed MGES, in regions where the NG resources 
are available, in case of excess electricity production, it is possible to 
generate and store methane by constructing a methanation unit. This 
idea could be considered as an application of P2G technology and made 
the proposed system cleaner and more sustainable (because the flue 
gases of stack will be used as the required carbon source of this process). 

The techno-economic and techno-environmental feasibility of using 
the proposed MGES was proven in this study and as some suggestions for 

future works on the proposed MGES, the following works are suggested: 
(i) Advanced exergy and eco-exergy analyses, which give a deeper un
derstanding from technical and economic stand points. (ii) Investigating 
different methods for improving the techno-environmental condition of 
the RGTC, such as vapor injection into the CC, using biogas as the fuel, 
utilizing air intercooler and flue gas preheater. (iii) Evaluating the 
bidding strategies to manage the risk from market prices and have a 
maximum profit is important for having a competitive energy hub. 
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Appendix A 

The sizing of heat exchanging equipment (i.e. calculating their required heat transfer area) is the most important step for determining their cost. 
This section deals with presenting a procedure for reaching this objective. The required heat transfer area can be calculated through the basic heat 
transfer equation as follows [48]. 

Ai =
Q̇i

Ui × (LMTD)i
(A1) 

in which, the logarithmic mean temperature difference (LMTD) of the heat exchanging equipment is expressed as Eq. (A1) and U is the overall heat 
transfer coefficient of heat exchanger. 

LMTD =
ΔTmax − ΔTmin

ln(ΔTmax/ΔTmin)
(A2) 

The U-coefficient depends on the phase of heat exchanging flow streams. Since different streams flowing in the sub-cycles of the studied MGES have 
different phases, to have the same conditions, all heat exchangers are selected as shell and tube heat exchanger type. The reason for this choice is that 
this type of heat exchanger is applicable for different fluid phases, temperatures, and pressures. Also, for having a higher heat transfer rate, the flow 

Fig. A1. Schematic diagram of the considered heat exchangers.  
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streams and tubes arrangement is respectively assumed to be counter-flow and triangular. The sketch of the considered heat exchanger is schemat
ically drawn in Fig. A1. The value of U-coefficient for this type of heat exchanger is expressed as Eq. (A3) [1]. 

1
U

=
1

hout
+

1
hin

do

di
+

do

2k
ln
(

do

di

)

(A3)  

where di is inner diameter of tube, do is outer diameter of tube, k, thermal conductivity of the heat exchanger, and h is heat transfer coefficient of fluid 
streams. As can be inferred from this equation, the calculation of heat transfer coefficient for flow streams is the most important step for determining 
U-coefficient. These coefficients can be calculated using by the Nusselt number definition as follows: 

h =
kfluid × Nu

DH
,DH =

4Ac

P
(A4)  

DH =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

di, fortube − side

4
[

pt

2
× 0.87pt −

1
2

π d2
o

4

]

πdo

2

=
1.10
do

[
p2

t − 0.917d2
o

] ; pt = 1.25do, forshell − side (A5)  

where kfluid, DH, Ac, P , and pt are thermal conductivity of fluid stream, hydraulic diameter, cross-sectional area, wetted perimeter by the fluid stream, 
and tubes pitch, respectively [49]. Also, Nu represents the Nusselt number which can be calculated using material presented in Table A1. In this table:  

• The parameters Re, Pr, and Fr are the Reynolds number, Prandtl number, and Froude number, which are defined as Re =
ρuDH

μ , Pr =
CPμ
k , Fr = u̅̅̅̅̅̅

gDH
√ , 

respectively. Also, in the two-phase mode, the subscript “l” for these three parameters refers to the liquid phase (i.e. liquid fraction of the two-phase 
fluid). In this condition, these parameters are calculated using: Rel = (1 − x)ReL, Prl = (1 − x)PrL, and Frl = (1 − x)FrL. 

in which, the subscript “L” refers to situation where the working fluid is a single-phase liquid (i.e. it is assumed that all mass flowing of the working 
fluid is liquid). For this: ReL =

ρLuWFDH
μL

, PrL =
CP,LμL

kL
, and FrL = uWF̅̅̅̅̅̅

gDH
√ . 

Also, the subscript “V” refers to a situation where the working fluid is completely a single-phase vapor; the subscript “WF” refers to the working 
fluid.  

• The parameters x, P* = P/Pc, Xtt =

[
(

x
1− x

)
0.9
(

ρL
ρV

)
0.5
(

μL
μV

)
0.1

]

− 1, q̇, M, ρ, μ, and k are vapor quality, reduced pressure (in which, Pc refers to the 

critical pressure), Lockhart-Martinelli parameter, local heat flux, molecular weight, density, viscosity, and thermal conductivity, respectively. 

Table A1 
Details of calculating Nusselt number for heat transfer process inside heat exchanging equipment.  

Fluid 
stream 
phase 

Nusselt number Remarks 

Single-phase For tube-side stream: Nu = 0.023Re0.8Pr1/3 

For shell-side stream:Nu = 0.36Re0.55Pr1/3  

- The required properties of the fluid streams are determined at their corresponding 
mean temperature as follows: 

For hot stream: Tm,h =
Tin,h + Tout,h

2 

For cold stream:Tm,c =
Tin,c + Tout,c

2  

Two-phase For condensation process: Nuh =

0.023Re0.8
L Pr0.4

l

[

(1 − x)0.8 +3.8

(
x0.76(1 − x)0.04

P*0.38

)]

For evaporation process:Nuc =
(
Nu2.5

W + Nu2.5
C
)

1
2.5 

NuW = 0.023FWRe0.8
l Pr0.4

l

(

1+
1.925

Xtt

)

;FW =

{
1; Frl ≥ 0.25

1.23Fr0.2
l ;Frl < 0.25

NuC =

55q̇0.67P*0.12M− 0.5
WF [ − log(P*) ]− 0.55 di

kL  

- This mode is used for each fluid stream in which phase change occurs (such as 
condensation or evaporation processes). 
- For condensation or evaporation processes, one fluid stream is subjected to the 
phase-change process (i.e. two-phase Nu correlation should be used), while the other 
side remains on single-phase condition (i.e. single-phase Nu correlation should be 
used).   
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