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#### Abstract

This paper is concerned with fractional identification of state space model of continuous time MIMO systems. The methodology used in this paper involves a continuous-time fractional operator allowing to find fractional derivatives of the stochastic input - output data which are treated in time domain and identifying the state space matrices of the system using QR factorization.. There are many advantages in describing a physical system using fractional CT models in that the dynamic behavior of the system is, in actuality, inherently fractional. The efficacy of the approach is examined by comparing with other approaches using integer identification.


## I. Introduction

Although fractional calculus was first introduced in 1695 by Leibniz and L'Hospital, the first systematic studies seems to have been made at the beginning and middle of the nineteenth century by Liouville, Riemann, and Holmgren[1,2].

In the field of system identification using fractional orders some research has been done. (Oustaloup[3]; Trigeassou et al[4]; Malti et al[5]). Thomassin et al (2009)[6] had a thorough review of the old ways. Most of the researchers were concentrated on rational transfer function. The present paper, however, considers identification of a continuous-time fractional system in its state-space form.Cois etal (2001)[7] and Poinot etal (2004)[8] conducted a study on system identification employing fractional state-space representation. Their methods, however, are based on minimization of an output error criterion by nonlinear programming techniques. That is, as the number of parameters to estimate becomes large in a MIMO system, these methods are considered more suitable for SISO systems and are difficult to apply in the MIMO case.

In this paper we concentrate on subspace methods which is an extension of Ohsumi etal(2001)[9] method for rational systems. This method offers a novel approach to identifying the continuous-time state-space model using input-output data. The method is based on higher derivatives of input and output in the presence of both system and observation noises.
Finally to verify the algorithm, the method was tested on a
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robot manipulator and then compared to similar integer order method.

## II. Mathmatical background of fractional systems

Fractional differintegration is developed from integer differentiation and integration.

Riemann-Liouville's definition of fractional diffeintegrals in fractional calculus is defined by[1]:

$$
{ }_{a} D_{t}^{\alpha} f(t)=D^{m} I^{m-\alpha} f(t)=\frac{d^{m}}{d t^{m}}\left[\frac{1}{r(m-\alpha)} \int_{0}^{t} \frac{f(\tau)}{(t-\tau)^{\alpha-m+1}} d t\right]
$$

(1)
where $\alpha$ is the real positive integration order. $\Gamma(n)$ is the Euler Gamma function[1]:

$$
\begin{equation*}
\Gamma(x)=\int_{0}^{\infty} e^{-t} t^{x-1} d t \tag{2}
\end{equation*}
$$

Second definition is given by Grunwald -Letnikov:
$D^{n} \boldsymbol{f}(\boldsymbol{x})=$
$\lim _{h \rightarrow 0} \frac{1}{h^{\alpha}} \sum_{m=0}^{\frac{x-a}{h}}(-1)^{n} \frac{\Gamma(\alpha+1)}{m!\Gamma(\alpha-m+1)} f(x-m h)$
The fractional LTI state-space is presented In MIMO case as[6]:

$$
\left\{\begin{array}{c}
D^{\alpha} x(t)=A x(t)+B u(t)  \tag{4}\\
y=C x(t)+D u(t)
\end{array}\right.
$$

Where $\alpha$ is the order of the system and $u \in R^{m}, y \in$ $R^{p}, x \in R^{n}$ are input, output and state vectors, respectively. System matrices $A, B, C$ and $D$ have appropriate dimensions.

Here initial conditions are considered to be zero $(x(t)=0$ for $t \leq 0)$.

The fractional system is stable if[6]:
$0<\alpha<2$ and $\left|\arg \left(\lambda_{k}\right)\right|>\alpha \frac{\pi}{2} \quad \forall k=1, \ldots, n$
Where $\lambda_{k}$ is the $k^{\text {th }}$-eigenvalue of $A$ and $-\pi<$ $\arg \left(\lambda_{k}\right) \leq \pi g r a p h i c$.

## III. GENERALIZED RANDOM FUNCTION

Let $\left(\Omega, F, \mathrm{P}_{\alpha}\right)$ be the probability triple where $\mathrm{P}_{\alpha}$ is fractional probability and is defined as[10,11]:

$$
0<\alpha<1, P_{\alpha}: F \rightarrow[0,1]
$$

1. $P_{\alpha}(A) \geq 0$ for all $A \in F$
2. $P_{\alpha}(\Omega)=1$
3. for all $\mathrm{A}_{\mathrm{i}} \in \mathrm{F}$ if $\mathrm{A}_{\mathrm{i}}$ s are pairwise disjoint, then
$\mathrm{P}_{\alpha}\left(\mathrm{U}_{\mathrm{i}=1} \mathrm{~A}_{\mathrm{i}}\right) \leq \sum_{\mathrm{i}=1} \mathrm{P}_{\alpha}\left(\mathrm{A}_{\mathrm{i}}\right)$
and let $D$ denote the space of the (real-valued nonrandom) scalar $\mathrm{C}^{\infty}$ functions $\{\varphi(\mathrm{t})\}$ defined on $R$. This function has a compact support and is called the test function in the distribution theory[9].

Here $\Omega$ represents sample space, $F$ represents $\sigma$-fields and $P$ is probability measure.

Ito (1953)[12] and Gel'fand and Vilenkin(1964)[13,14], maintained that continuous linear random functional defined on $D$ is called a random distribution or a generalized random function (process); and the totality of them will be denoted by $\mathrm{D}^{\prime}$ (dual space). In other words, a random distribution function $F$ is a measurable map from a probability space ( $\Omega, F, \mathrm{P}_{a}$ ) to the space $\Delta$ of distribution functions on the closed unit interval $I$, where $A$ is endowed with its natural Borel $\sigma$-field, that is, the smallest $\sigma$-field containing the customary weak topology/15].

The random distribution $\mathrm{y}(\varphi)$ defined by:

$$
\begin{equation*}
y(\varphi)=\int_{-\infty}^{\infty} y(t) \varphi(t) d t \quad(\varphi \in \mathfrak{D}) \tag{6}
\end{equation*}
$$

Where $\{y(\mathrm{t}, \mathrm{w}),-\infty<\mathrm{t}<\infty, \mathrm{w} \in \Omega\}$ is a (real) vector continuous stochastic process.
using fractional integration:

$$
\begin{equation*}
y(\varphi)=-\infty D_{\infty}^{-\alpha}(y(t) \varphi(t)) \quad(\varphi \in D) \tag{7}
\end{equation*}
$$

The random distribution $\mathrm{y}(\varphi)$ is called a Gaussian process if for any function $\varphi(\mathrm{t}) \in \mathrm{D}$ the random variable $\mathrm{y}(\varphi)$ is Gaussian[9].

For $\varphi \in \mathrm{D}$ the first and second derivatives of the stochastic process $y(t)$, regarding to distribution, are calculated by using integration by parts as:

$$
\begin{align*}
& D^{\alpha} y(\varphi)={ }_{-\infty} D_{\infty}^{-\alpha}\left(D^{\alpha}(y(t)) \cdot \varphi(t)\right)= \\
& -{ }_{-\infty} D_{\infty}^{-\alpha}\left(y(t) \cdot D^{\alpha} \varphi(t)\right)= \\
& -y\left(D^{\alpha} \varphi(t)\right)  \tag{8}\\
& D^{2 \alpha} y(\varphi)={ }_{-\infty} D_{\infty}^{-\alpha}\left(D^{2 \alpha}(y(t)) \cdot \varphi(t)\right)= \\
& -{ }_{-\infty} D_{\infty}^{-\alpha}\left(D^{\alpha}(y(t)) \cdot D^{\alpha}(\varphi(t))\right)={ }_{-\infty} D_{\infty}^{-\alpha}\left(y(t) \cdot D^{2 \alpha} \varphi(t)\right)= \\
& y\left(D^{2 \alpha} \varphi(t)\right) \tag{9}
\end{align*}
$$

In general, the kth derivative of the stochastic process $y(t)$ is defined by:

$$
D^{k \alpha} y(\varphi)={ }_{-\infty} D_{\infty}^{-\alpha}\left(D^{k \alpha}(y(t)) \cdot \varphi(t)\right)=
$$

$$
(-1)^{\mathrm{k}}-_{\infty} \mathrm{D}_{\infty}^{-\alpha}\left(\mathrm{y}(\mathrm{t}) \cdot \mathrm{D}^{\mathrm{k} \alpha}(\varphi(\mathrm{t}))\right)=
$$

$$
\begin{equation*}
(-1)^{\mathrm{k}} \mathrm{y}\left(\mathrm{D}^{\mathrm{k} \alpha} \varphi(\mathrm{t})\right) \tag{10}
\end{equation*}
$$

## IV. SUBSPACE ALGORITHM FOR FRACTIONAL TIME DOMAIN IDENTIFICATION

Use Consider the following continuous-time fractional stochastic linear systems:

$$
D^{\alpha} x(t)=A x(t)+B u(t)+w(t)
$$

$$
\begin{equation*}
y(t)=C x(t)+D u(t)+v(t) \tag{11}
\end{equation*}
$$

Where $\mathrm{y}(\mathrm{t}) \in \mathrm{R}^{\mathrm{l}}, \mathrm{x}(\mathrm{t}) \in \mathrm{R}^{\mathrm{n}}, \mathrm{u}(\mathrm{t}) \in \mathrm{R}^{\mathrm{m}}$ are the output, the input and the state vector, and $v(\mathrm{t}) \in \mathrm{R}^{1}, \mathrm{w}(\mathrm{t}) \in \mathrm{R}^{\mathrm{n}}$ are system and observation noises, respectively. The noises $\{w(t)\}$ and $\{v(t)\}$ are both assumed to be stationary white Gaussian processes which has a zero-mean. The covariance matrix of the noises is:

$$
\begin{gather*}
\mathrm{E}_{\mathrm{p}}\left\{\left[\begin{array}{c}
\mathrm{w}(\mathrm{t}) \\
\mathrm{v}(\mathrm{t})
\end{array}\right]\left[\mathrm{w}^{\mathrm{T}}(\mathrm{t}) \mathrm{v}^{\mathrm{T}}(\mathrm{t})\right]\right\}= \\
{\left[\begin{array}{cc}
\mathrm{Q} & \mathrm{~S} \\
S^{T} & \mathrm{R}
\end{array}\right] \delta(\mathrm{t}-\mathrm{s})} \tag{12}
\end{gather*}
$$

In the relation above, $\delta$ denotes the Dirac-delta function and $\mathrm{E}_{\mathrm{p}}$ represents mathematical expectation. We assume that input $\{u(t)\}$ is independent of system noises and our objective is to find system order ( $n$ ), system differentiation order ( $\alpha$ ) and matrices ( $A, B, C, D$ ) using continuous stationary random input and output data, $\{u(t)\}$ and $\{y(t)\}$, $(-\infty<\mathrm{t}<+\infty)$. States of the system can be estimated using kalman-filter.

According to Thomassin etal method(2009), system differentiation order $(\alpha \in(0,2))$ can be estimated, by minimizing a quadratic criterion:

$$
\begin{equation*}
\widehat{\alpha}=\arg \min \frac{1}{2}\left\|\hat{y}_{c}(\alpha)-y_{c}\right\|_{2}^{2} \tag{13}
\end{equation*}
$$

Consider first the case where the noise and disturbance is zero.

$$
D^{\alpha} x(t)=A x(t)+B u(t)
$$

$$
\begin{equation*}
y(t)=C x(t)+D u(t) \tag{14}
\end{equation*}
$$

According to subspace algorithm quadruple ( $A, B, C, D$ ) can be calculate using fractional derivatives of input and output at least up to (i-1)th derivative. Though we have the input-output algebraic (matrix) relationship:

$$
\begin{equation*}
Y_{i}(t)\left(t_{\mathrm{j}}\right)=\Gamma_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}(\mathrm{t})\left(\mathrm{t}_{\mathrm{j}}\right)+\mathrm{H}_{\mathrm{i}} \mathrm{U}_{\mathrm{i}}(\mathrm{t})\left(\mathrm{t}_{\mathrm{j}}\right) \tag{15}
\end{equation*}
$$

$$
\begin{aligned}
\Gamma_{i} & =\left[\begin{array}{c}
C \\
C A \\
\vdots \\
C A^{i-1}
\end{array}\right] \\
H_{i} & =\left[\begin{array}{cccc}
D & 0 & \cdots & 0 \\
C B & D & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
C^{i-2} B & C A^{-3} B & \cdots & D
\end{array}\right] \\
Y_{i}(t) & =\left[\begin{array}{cccc}
y\left(t_{1}\right) & y\left(t_{2}\right) & \cdots & y\left(t_{N}\right) \\
D^{\alpha} y\left(t_{1}\right) & D^{\alpha} y\left(t_{2}\right) & \cdots & D^{\alpha} y\left(t_{N}\right) \\
\vdots & \vdots & & \vdots \\
D^{(i-1) \alpha} y\left(t_{1}\right) & D^{(i-1) \alpha} y\left(t_{2}\right) & \cdots & D^{(i-1) \alpha} y\left(t_{N}\right)
\end{array}\right]
\end{aligned}
$$

Now matrices $\Gamma_{i}$ and $\mathrm{H}_{\mathrm{i}}$ can be calculated using least square method and finally the quadruple $(A, B, C, D)$ will be known. But it should be noted that the system output is stained with noise and since derivatives of noisy output can not be calculated, we used the test function and distribution theory. Considering this theory, input, output and states of the system are expressed as follow:
$y(\varphi)={ }_{-\infty} D_{\infty}^{-\alpha}(y(t) \varphi(t)) \quad(\varphi \in D)$
$u(\varphi)={ }_{-\infty} D_{\infty}^{-\alpha}(u(t) \varphi(t)) \quad(\varphi \in D)$
$x(\varphi)={ }_{-\infty} D_{\infty}^{-\alpha}(x(t) \varphi(t)) \quad(\varphi \in D)$
Now we write the output and its derivatives:
${ }_{-\infty} D_{\infty}^{-\alpha}\left(D^{\alpha}(\mathrm{y}(\mathrm{t})) \varphi\left(\mathrm{t}, \mathrm{t}_{\mathrm{j}}\right)\right)=\mathrm{C}_{-\infty} \mathrm{D}_{\infty}^{-\alpha}\left(\mathrm{D}^{\alpha}(\mathrm{x}(\mathrm{t})) \varphi\left(\mathrm{t}, \mathrm{t}_{\mathrm{j}}\right)\right)$
$\quad+\mathrm{D}_{-\infty} \mathrm{D}_{\infty}^{-\alpha}\left(\mathrm{D}^{\alpha}(\mathrm{u}(\mathrm{t})) \varphi\left(\mathrm{t}, \mathrm{t}_{\mathrm{j}}\right)\right)+$
${ }_{-\infty} \mathrm{D}_{\infty}^{-\alpha}\left(\mathrm{D}^{\alpha}(\mathrm{v}(\mathrm{t})) \varphi\left(\mathrm{t}, \mathrm{t}_{\mathrm{j}}\right)\right)$
Using relation (10) and (11):
$-y\left(D^{\alpha} \varphi\right)\left(t_{j}\right)=\operatorname{CAx}(\varphi)\left(t_{j}\right)$
$+\operatorname{CBu}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right)-\operatorname{Du}\left(D^{\alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right)$
$+\operatorname{Cw}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right)-\mathrm{v}\left(\mathrm{D}^{\alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right)$
And through the same, 2ath derivative is calculated as follow:
$y\left(D^{2 \alpha} \varphi\right)\left(t_{j}\right)=C A^{2} x(\varphi)\left(t_{j}\right)+\operatorname{CABu}(\varphi)\left(t_{j}\right)$
$-\operatorname{CBu}\left(D^{\alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right)+\operatorname{Du}\left(\mathrm{D}^{2 \alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right)$

$$
\begin{equation*}
+\operatorname{CAw}(\varphi)\left(t_{j}\right)-\operatorname{Cw}\left(D^{\alpha} \varphi\right)\left(t_{j}\right)+v\left(D^{2 \alpha} \varphi\right)\left(t_{j}\right) \tag{18}
\end{equation*}
$$

Repeating this with $\alpha(i-1)$ times, $\alpha(i-1)$ th derivative is calculated as follows:
$-(1)^{i-1} y\left(D^{(i-1) \alpha} \varphi\right)\left(t_{j}\right)$
$=\mathrm{CA}^{\mathrm{i}-1} \mathrm{x}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right)+\mathrm{CA}^{\mathrm{i}-2} \mathrm{Bu}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right)$
$-\mathrm{CA}^{\mathrm{i}-3} \mathrm{Bu}\left(\mathrm{D}^{\alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right)+\cdots$
$+(-1)^{\mathrm{i}-1} \mathrm{Du}\left(\mathrm{D}^{(\mathrm{i}-1) \alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right)$
$+\mathrm{CA}^{\mathrm{i}-2} \mathrm{w}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right)$
$-\mathrm{CA}^{\mathrm{i}-3} \mathrm{w}\left(\mathrm{D}^{\alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right)+\cdots+(-1)^{\mathrm{i}-2} \mathrm{Cw}\left(\mathrm{D}^{(\mathrm{i}-2) \alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right)+$ $(-1)^{\mathrm{i}-1} \mathrm{v}\left(\mathrm{D}^{(\mathrm{i}-1) \alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right)$
And finally input-output algebraic relationship can be calculated:

$$
\begin{align*}
& \mathrm{y}(\varphi)\left(\mathrm{t}_{\mathrm{i}}\right)=\Gamma_{\mathrm{i}} \mathrm{x}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right)+\mathrm{H}_{\mathrm{i}} \mathrm{u}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right)+\Sigma_{\mathrm{i}} \mathrm{w}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right)+ \\
& \mathrm{v}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right) \tag{20}
\end{align*}
$$

Which $y(\varphi)\left(t_{i}\right)$ is as follow:

$$
\begin{align*}
& y(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right)=\left[\mathrm{y}^{\mathrm{T}}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right), \mathrm{y}^{\mathrm{T}}\left(\mathrm{D}^{\alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right), \ldots,\right. \\
& \left.(-1)^{\mathrm{i}-1} \mathrm{y}^{\mathrm{T}}\left(\mathrm{D}^{(\mathrm{i}-1) \alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right)\right]^{\mathrm{T}} \tag{21}
\end{align*}
$$

Structure of $u(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right), \mathrm{v}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right), \mathrm{w}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right)$ is similar to $\mathrm{y}(\varphi)\left(\mathrm{t}_{\mathrm{j}}\right)$ and the structure of $\mathrm{r}_{\mathrm{i}}, \mathrm{H}_{\mathrm{i}}$ and $\Sigma_{\mathrm{i}} \in \mathrm{R}^{\mathrm{i} \times \mathrm{in}}$ is as follow:

$$
\begin{align*}
\Sigma_{\mathrm{i}} & =\left[\begin{array}{cccc}
0 & 0 & \ldots & 0 \\
\mathrm{C} & 0 & \ldots & 0 \\
\mathrm{CA} & \mathrm{C} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\mathrm{CA}^{i-2} & \mathrm{CA}^{\mathrm{i}-3} & \ldots & 0
\end{array}\right]  \tag{22}\\
\Gamma_{\mathrm{i}} & =\left[\begin{array}{c}
\mathrm{C} \\
\mathrm{CA} \\
\vdots \\
C A^{i-1}
\end{array}\right]  \tag{23}\\
H_{i} & =\left[\begin{array}{cccc}
D & 0 & \ldots & 0 \\
C B & D & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
C A^{i-2} B & C A^{i-3} B & \cdots & \mathrm{D}
\end{array}\right] \tag{24}
\end{align*}
$$

Therefore, by arranging the output column vector (20) in a row ( $j=1$ to $N$ ) we have the input-output algebraic relationship:
$y_{i}(\varphi)=$
$\Gamma_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}(\varphi)+\mathrm{H}_{\mathrm{i}} \mathrm{U}_{\mathrm{i}}(\varphi)+\Sigma_{\mathrm{i}} \mathrm{W}_{\mathrm{i}}(\varphi)+\mathrm{V}_{\mathrm{i}}(\varphi) \quad(\varphi \in \mathfrak{D})$
Where state and output matrices are as follow:
$X_{i}(\varphi)=\left[x(\varphi)\left(t_{1}\right), x(\varphi)\left(t_{2}\right), \ldots, x(\varphi)\left(t_{N}\right)\right](n \times N)$
$Y_{i}(\varphi)=\left[y(\varphi)\left(\mathrm{t}_{1}\right), y(\varphi)\left(\mathrm{t}_{2}\right), \ldots, y(\varphi)\left(\mathrm{t}_{\mathrm{N}}\right)\right](\mathrm{i} \ell \times N)$,
And $\mathrm{U}_{\mathrm{i}}(\varphi) \in \mathrm{R}^{\mathrm{i} \mathrm{m} \times \mathrm{N}}, \mathrm{W}_{\mathrm{i}}(\varphi) \in \mathrm{R}^{\mathrm{in} \times \mathrm{N}}$ and $\mathrm{V}_{\mathrm{i}}(\varphi) \in \mathrm{R}^{\mathrm{i} \times \mathrm{N}}$ will be founded similarly to $Y_{i}(\varphi)$.

(c)

Fig.1. step response for robot manipulator (a) make an step to the first input and measure the outputs (b) make an step to the second input and measure the outputs (c) make an step to the third input and measure the outputs.

## V. System identification

The In this section we'll review how to remove noise and obtain quadruple ( $A, B, C, D$ ) using the algorithm developed by Ohsumi etal to fractional order.

Theory 1) Assume that $\{u(t)\},\{v(t)\}$ and $\{w(t)\}$ be independent zero-mean stochastic processes. Pick $\varphi, \psi \in \mathcal{D}$ and assuming that $\mathrm{U}_{\mathrm{h}}(\varphi) \in \mathrm{R}^{\mathrm{hm} \times \mathrm{N}}$ is a matrix with random
distribution that has a structure similar to $\mathrm{U}_{\mathrm{i}}(\varphi) \in \mathrm{R}^{\mathrm{im} \times \mathrm{N}}$ instead of the test function $\varphi\left(\mathrm{t}, \mathrm{t}_{\mathrm{j}}\right)$ and the number of block rows $i$, then:

$$
\begin{equation*}
\frac{1}{\mathrm{~N}} \mathrm{~W}_{\mathrm{i}}(\varphi) \mathrm{U}_{\mathrm{h}}^{\mathrm{T}}(\psi) \rightarrow 0, \frac{1}{\mathrm{~N}} \mathrm{~V}_{\mathrm{i}}(\varphi) \mathrm{U}_{\mathrm{h}}^{\mathrm{T}}(\psi) \rightarrow 0 \text { as } \mathrm{N} \rightarrow \infty \tag{26}
\end{equation*}
$$

Proof:
According to

$$
\begin{align*}
& W_{i}(\varphi)=\left[(-1)^{k} w\left(D^{\mathrm{k} \alpha} \varphi\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right]_{\mathrm{k}=0,1, \ldots, \mathrm{i}-1: \mathrm{j}=1,2, \ldots, \mathrm{~N}}  \tag{27}\\
& \mathrm{U}_{\mathrm{h}}(\psi)=\left[(-1)^{\mathrm{p}} u\left(\mathrm{D}^{\mathrm{p} \mathrm{\alpha}} \psi\left(\mathrm{t}_{\mathrm{j}}\right)\right)\right]_{\mathrm{p}=0,1, \ldots, \mathrm{~h}-1: \mathrm{j}=1,2 \ldots, \ldots \mathrm{~N}} \tag{28}
\end{align*}
$$

We have for the ( $k$, p)-element of the matrix $\frac{1}{N} W_{i}(\varphi) \mathrm{U}_{\mathrm{h}}^{\mathrm{T}}(\psi):$
$\frac{1}{\mathrm{~N}}\left[\mathrm{~W}_{\mathrm{i}}(\varphi) \mathrm{U}_{\mathrm{h}}^{\mathrm{T}}(\psi)\right]_{\mathrm{kp}}=$
$\frac{1}{N}\left[(-1)^{k} w\left(D^{k \alpha} \varphi\right)\left(t_{1}\right), \ldots,(-1)^{k} w\left(D^{k \alpha} \varphi\right)\left(t_{N}\right)\right]$
$\times\left[(-1)^{\mathrm{p}} u\left(D^{\mathrm{p} \alpha} \psi\right)\left(\mathrm{t}_{1}\right), \ldots,(-1)^{\mathrm{p}} u\left(D^{\mathrm{p} \alpha} \psi\right)\left(\mathrm{t}_{\mathrm{N}}\right)\right]^{\mathrm{T}}$
$=(-1)^{\mathrm{k}+\mathrm{p}} \frac{1}{\mathrm{~N}} \sum_{j=1}^{\mathrm{N}} \mathrm{w}\left(\mathrm{D}^{\mathrm{k} \alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right) \mathrm{u}^{\mathrm{T}}\left(\mathrm{D}^{\mathrm{p} \alpha} \psi\right)\left(\mathrm{t}_{\mathrm{j}}\right)$
And for fixed $k$ and $p$ :
$Z\left(t_{j}\right)=w\left(D^{k \alpha} \varphi\right)\left(t_{j}\right) u^{T}\left(D^{p \alpha} \psi\right)\left(t_{j}\right)$
This is a stationary stochastic sequence.
Therefore prove summarized to show the following two cases:
i) the ergodicity is hold for $\mathrm{Z}\left(\mathrm{t}_{\mathrm{j}}\right)$
ii) $\quad \mathrm{E}\left\{\mathrm{Z}\left(\mathrm{t}_{\mathrm{j}}\right)\right\}=0$

To prove (i) it's sufficient to find the covariance function $\mathrm{R}_{\mathrm{z}}(\tau)$ :

$$
\begin{equation*}
R_{z}(\tau)=E\left\{[ Z ( t _ { j } + \tau ) - E \{ Z ( t _ { j } + \tau ) \} ] \left[Z\left(t_{j}\right)-\right.\right. \tag{31}
\end{equation*}
$$

EZtjT
And verify that it tends to zero as $|\tau|$ tend to infinity. So average is obtained as follow:

$$
\begin{aligned}
& \mathrm{E}\left\{\mathrm{Z}\left(\mathrm{t}_{\mathrm{j}}\right)\right\}=\mathrm{E}\left\{\mathrm{w}\left(\mathrm{D}^{\mathrm{k} \alpha} \varphi\right)\left(\mathrm{t}_{\mathrm{j}}\right) \mathrm{u}^{\mathrm{T}}\left(\mathrm{D}^{\mathrm{p} \alpha} \psi\right)\left(\mathrm{t}_{\mathrm{j}}\right)\right\} \\
& =E E\left\{{ }_{-\infty} D_{\infty}^{-\alpha}\left(\mathrm{w}(\mathrm{t}) \mathrm{D}^{\mathrm{k} \alpha} \varphi\left(\mathrm{t}, \mathrm{t}_{\mathrm{j}}\right)\right)_{-\infty} D_{\infty}^{-\alpha}\left(\mathrm{u}^{\mathrm{T}}(\mathrm{t}) \mathrm{D}^{\mathrm{p} \mathrm{\alpha}} \psi\left(\mathrm{~s}^{\prime}, \mathrm{t}_{\mathrm{j}}\right)\right)\right\} \\
& \quad{ }_{-\infty} \mathrm{D}_{\infty}^{-\alpha}{ }_{-\infty} D_{\infty}^{-\alpha} \mathrm{E}\left\{\mathrm{w}(\mathrm{t}) \mathrm{u}^{\mathrm{T}}(\mathrm{~s})\right\} \mathrm{D}^{\mathrm{k} \mathrm{\alpha}} \varphi\left(\mathrm{t}^{\prime}, \mathrm{t}_{\mathrm{j}}\right) \mathrm{D}^{\mathrm{p} \mathrm{\alpha}} \psi\left(\mathrm{~s}^{\prime}, \mathrm{t}_{\mathrm{j}}\right)=0
\end{aligned}
$$

(32)

Where $\{w(t)\}$ and $\{u(t)\}$ are independent zero-mean random processes. hence:

$$
\begin{align*}
& R_{z}(\tau)=E\left\{Z\left(t_{j}+\tau\right) Z^{T}\left(t_{j}\right)\right\} \\
& =E\left\{\left[w\left(D^{k \alpha} \varphi\right)\left(t_{j}+\tau\right) u^{T}\left(D^{p \alpha} \psi\right)\left(t_{j}+\tau\right)\right]\right. \\
& \left.\quad \times\left[w\left(D^{k \alpha} \varphi\right)\left(t_{j}\right) u^{T}\left(D^{p \alpha} \psi\right)\left(t_{j}\right)\right]^{T}\right\} \\
& =\left[{ } _ { - \infty } D _ { \infty } ^ { - \alpha } { } ^ { T } D _ { - \infty } ^ { - \alpha } \left(r_{u}\left(s_{1}-s_{2}\right)\right.\right. \\
& \left.\left.\quad \times D^{p \alpha} \psi\left(s_{1} ; t_{j}+\tau\right) D^{p \alpha} \psi\left(s_{2} ; t_{j}\right)\right)\right] \\
& \quad \times Q{ }_{-\infty} D_{\infty}^{-\alpha}\left(D^{k \alpha} \varphi\left(s_{3}, t_{j}+\tau\right) D^{k \alpha} \varphi\left(s_{3} ; t_{j}\right)\right)  \tag{33}\\
& \text { Where } r_{u}\left(s_{1}-s_{2}\right)=E\left\{u^{T}\left(s_{1}\right) u\left(u_{2}\right)\right\} .
\end{align*}
$$



Fig.2. imput-output data (a)first manipulator (b) second manipulator (c)third manipulator
as regards $\left|r_{u}(\tau)\right| \leq c_{1}$ for $-\infty<\tau<\infty$, we have for the bracketed term in the last equality that:
$\left|{ }_{-\infty} D_{\infty}^{-\alpha}{ }_{-\infty} D_{\infty}^{-\alpha}\left(r_{u}\left(s_{1}-s_{2}\right) D^{p \alpha} \psi\left(s_{1} ; t_{j}+\tau\right) D^{p \alpha} \psi\left(s_{2} ; t_{j}\right)\right)\right|$ $\leq_{-\infty} D_{\infty}^{-\alpha}{ }_{-\infty} D_{\infty}^{-\alpha}\left|r_{u}\left(s_{1}-s_{2}\right) D^{p \alpha} \psi\left(s_{1} ; t_{j}+\tau\right)\right|$ $\times\left|D^{p \alpha} \Psi\left(s_{2}, t_{j}\right)\right|$
$\leq$
$c_{1}\left[-\infty D_{\infty}^{-\alpha}\left|D^{p \alpha} \psi\left(s_{1} ; t_{j}+\tau\right)\right|\right] \times\left[{ }_{-\infty} D_{\infty}^{-\alpha}\left|D^{p \alpha} \psi\left(s_{2}, t_{j}\right)\right|\right] \leq$ $\mathrm{c}_{2}$ (const)

On the other hand the last integral in equation (31) is as follow:

