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A B S T R A C T

Bipolar disorder is a mental illness characterized by manic and depressive episodes. The inability to track
the patient at different stages of the disease, the patient’s concealment of information, and the difficulty in
obtaining and paying for a psychologist are all weaknesses in traditional diagnosis procedures. In this regard,
computer researchers have developed automated prediction algorithms in response to issues involved in using
traditional ways of diagnosing bipolar disorder. Although these automated approaches have eliminated many
problems that plagued previous systems, there are still many challenges to tackle. Discovering a mechanism
to track changes in user behavior and aggregating various features into a cohesive model are the most critical
issues in this context. To address these concerns, this research proposes a novel approach for detecting bipolar
disorder among Twitter users.
1. Introduction

Bipolar disorder is among the most common mental illnesses, af-
fecting 0.5 to 5% of the general population [1]. Mood swings between
episodes of depression and mania/hypomania are typical symptoms of
this problem [2]. In this illness, a depressive episode usually expresses
itself with symptoms such as feelings of sadness, worthlessness and
guilt, inability to concentrate, loss of interest or pleasure in activities
that were previously enjoyable, weight loss or gain, inability to sleep
or excessive sleepiness, having low energy levels for activities, and
suicidal thoughts. However, the symptoms of manic episodes include
feelings of happiness, high self-esteem and magnanimity, having new
and varied ideas, talking more than usual, reduced need for sleep, and
having too much energy for activities. Surprisingly, these two groups of
symptoms are completely different and sometimes contradictory [3–5].

Despite the disorder’s clear symptoms, traditional diagnosis tech-
niques have flaws such as the inability to track the patient at different
episodes of the disease, the patient’s conscious or unconscious hiding of
information, and the difficulty in finding and paying for mental health
experts [6].

With the rapid rise of social media in recent years, academics have
had many opportunities to examine, evaluate, and predict user behavior
in various fields [7–9]. Many studies and analyses of user behavior
to predict mental health status on social media have been published
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in recent years. Researchers can utilize quantitative methodologies
to predict the existence of various mental diseases using Artificial
Intelligence (AI) and machine learning methods [10–12].

Many aspects of users in social media (e.g., linguistic and emotional
features in user posts, demographic features, and user behavior features
in the social network) have been used in recent studies to predict
bipolar disorder [13]. Even though recent studies have made significant
progress in predicting bipolar disorder, they suffer substantial limita-
tions. Many of these studies do not take into account changes in user
behavior, which are crucial in the diagnostic process [4,14,15]. Another
issue with past research is that they lack an integrated prediction model
covering various features [16–19].

To address these issues, we offer an integrated model that can
incorporate a variety of features. The approach we present provides
a framework for tracking features whose changes are critical to the
diagnostic model. In addition, various features can be added to the
model to create a unified user model to predict bipolar disorder.

The following are the main contributions of our work:

• We created a dataset and prepared it for predicting bipolar dis-
order by extracting various features and categorizing users as
patient users or non-patient users from the Twitter social network.

• We classified the extracted features into two categories: dynamic
and static. We propose a unified framework capable of tracking
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dynamic features while incorporating static features to create a
final user model.

• We applied the final user model to predict bipolar disorder using
classifier models.

• We conducted a study to discover the relative importance of
various features. Accordingly, we could distinguish between those
that are more significant and those that are less important.

The remainder of this paper is structured as follows: Section 2
iscusses related works in two categories of research: feature-based
pproaches and non-feature-based approaches. The proposed method is
verviewed in Section 3. Section 4 reviews the details of the proposed
ethod in three sections: preprocessing, user modeling, and prediction.

ection 5 summarizes the dataset collection procedure, evaluation mea-
ures, and an introduction to our baselines. Next, the evaluation results
nd comparisons are described in Section 6. Section 7 concludes the
aper by reviewing the findings and offers recommendations for future
esearch.

. Related work

In recent years, many studies have been conducted to automate
iagnosing mental disorders using artificial intelligence and machine
earning methods to address the challenges involved in traditional
iagnosis methods. Social networks are a huge and rich source of
sers’ psychological data, inadvertently left in their posts and activities.
enerally, previous research on the automation of bipolar disorder
iagnosis using social media data can be divided into feature-based and
on-feature-based approaches. In the following, we discuss these two
pproaches.

.1. Feature-based approaches

In feature-based methods, some features related to bipolar disorder
re extracted from the text of the tweet posts and the user profile. These
eatures are used to train the learning model in order to build auto-
ated diagnostic tools. Various social, cognitive, and emotional aspects

f the user’s life conduct the main features exploited in the literature.
hese features are extracted using the words in the LIWC [20]. LIWC

s a processing program for text analysis in psychological research.
his program determines the percentage of occurrence of text words in
ore than 80 different categories. These categories include linguistic,
sychological, and thematic categories, representing various social,
ognitive, and emotional aspects of the user’s life. Authors in [17] have
sed all LIWC categories, While the work reported in [16] has extended
hose categories by combining existing categories such as ‘I’ and ‘We’
nd making new categories.

Another category of research has analyzed and extracted users’
motional patterns and behavioral tendencies. For this purpose, various
eatures such as tweet sending rate and percentage of tweets with
ositive polarity have been extracted for each user and used in the
raining phase of the learning model [16,18].

Another feature examined in previous research is commonly used
erms by the affected and normal groups measured by the n-gram
eature. This feature is a contiguous sequence of n words or characters
hat occurs in the text and is used for learning language models [18].

According to [13], these features are categorized into four groups:
‘linguistic features’’, ‘‘behavioral features’’, ‘‘emotion and cognition
eatures’’, and ‘‘demographic features’’. According to the quadruple
ategorization, we reviewed related work, summarized the important
lements examined, and provided them in Table 1.
2

Table 1
Feature categorization used in the literature.

Category Examined features

Linguistic
features

• LIWC, Character LM (CLM) [16,17]
• Traditional LM (ULM) [16]
• TF-IDF [18]
• Word2vec [14,19,21]
• Keywords, Parts of speech, Named entities [21]

Behavior
features

• Number of @mentions, Number of self @mentions, The
proportion of tweets that a user makes between midnight
and 4 am according to their local time zone (Insomnia), The
proportion of tweets that mention one of a small set of
exercise-related terms (Exercise) [16].
• Tweet rate, The proportion of tweets with @mentions,
Number of unique users @mentioned, Number of users
@mentioned at least 3 times [16,18].
• Followers-Count, Follower-Ratio, Friends-Count,
Pageview-Count, Audience-Size, Replies-Count, Likes-Count,
Mentions-Count, Activity-Rate, Klout-Score, Pprofile-Rank,
Influence-Network, Outreach-Network,
Influence-Outreach-Score, Influential-Followers [21].
• Number of tweets done in morning, noon, and evening,
Mean number of followers count, Mean number of favorites
count, Mean number of friends, Mean number of retweet
count, Mean number of hashtags used, Mean number of links
used, Mean number of mean mention, Mean positive ratio or
sentiment of the tweet, Mean negative ratio or sentiment of
tweet, Mean compound score of the tweet, Percentage of
non-normal tweets [14].

Emotion and
cognition
features

• The percentage of positive sentiment tweets; The
percentage of negative sentiment tweets [16,18].
• The number of continuous positive posts appearing more
than x amount of times within a period of time in minutes T
(Positive Combo), The number of continuous negative posts
appearing more than x amount of times within a period of
time in minutes T (Negative Combos), How frequently two
continuous tweets with different polarities appear together
within a period that of time in minutes T (Flips Ratio) [18].
• Mean positive ratio or sentiment of tweet, Mean negative
ratio or sentiment of tweet [14].

Demographic
features • Age, Gender [16]

2.2. Non-feature-based approaches

In another category of research, instead of extracting a specific set
of features from the text of a tweet or user profile, the entire user
tweets are modeled as a black box and used as input in constructing
the diagnostic model. One of these models is the n-gram word-level and
character-level language models, which are trained separately on the
tweets of patients and normal people. The new tweets are categorized
based on the model with the highest belonging probability [16,17].

Another method used to model user tweets is the word embed-
ding model. In this method, the words and phrases in the text are
transformed into vectors in n-dimensional space using neural networks.

In a study conducted in [19], first, the words in the whole set of
tweets were converted into vectors using word2vec [22], and then
the weekly vectors representing the user’s tweets were created. Next,
the difference between the two weekly vectors is calculated and the
maximum, minimum, and mean of these differences are used as input
to the diagnostic model. We can see that these types of models do not
benefit from other types of features such as behavioral and emotional
features.

Some related work, model the user profile by limiting their study
to a limited interval of time. For instance, in [14], using a combined
approach, the embedding vectors of words in the collection of users’
tweets were determined, and the vector related to each tweet was
calculated. Then, some attributes such as the number of followers were
added to this vector. This vector was calculated for each year, and the
difference between the two consecutive vectors was calculated. Next,
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Fig. 1. The steps of the proposed method.
52 weekly vectors were concatenated to create the final vector for each
user.

3. Approach overview

We built a system for detecting bipolar by analyzing simply Twitter
tweets, based on approaches inspired by past studies in the litera-
ture [16,18,19]. For that purpose, we developed a four-step process,
which is explained in the following section: ‘‘Preprocessing’’, ‘‘Feature
Engineering’’, ‘‘User Modeling’’, and ‘‘Classification’’.

Fig. 1 depicts an overview of the suggested framework, and Fig. 2
depicts the process of our user modeling.

As shown in Fig. 1, the dataset of collected tweets is preprocessed
by a set of specific tasks. Another objective of this study is to extract
a representation for each user, which will aid us in the diagnosis step.
As a result, we extracted a representation for each user tweet and used
those representations to build a proper user model. In the next step,
the classification approach is learned as the diagnostic model based on
user representations.

The user modeling part of our work is where we make the greatest
contribution. Fig. 2 depicts a high-level summary of this phase. We aim
to integrate two kinds of static and dynamic features in our modeling.
Static features are characteristics that either do not change or their
variations are not important in the diagnosis process. On the other
hand, Dynamic features include characteristics that change over time,
and their changes are important in the diagnosis process. We continue
as follows to model the changes in the dynamic features.

We extract dynamic information such as polarity from each user’s
tweets. Then, we choose an interval for aggregating the dynamic fea-
tures and tracing the changes. In this regard, the psychiatrist consul-
tation offers the ‘day’ interval [23–25]. Moreover, our tests of other
aggregation intervals demonstrate that this period is appropriate (Sec-
tion 6). As a result, the daily user mode (DUM) is derived from the
vectors of tweets in a day.

Afterward, we plan to monitor changes in the DUMs. Non-zero
DUM vectors are clustered into 5 modal states as the bipolar disorder
modes [26–28] (i.e., high mania, low mania, neutral, low depression,
and high depression). Next, we model her mode changes in a weighted
graph according to the user changes in the consequent clusters. After
that, we extract a vector from the graph as the user vector representing
her dynamic features. The final user vector is constructed by adding
new static features (e.g., age) to the previous vector.
3

4. Proposed method

The details of the suggested method are described in this section.
First, we will go over the steps involved in preparing the text for the
tweets. We next elaborate on leveraging various features to create a
user representation. Then we explain how we utilize this representation
to forecast bipolar disorder.

4.1. Preprocessing

The initial phase, as shown in Fig. 1, is to prepare tweets for the
next steps. On tweets, we built the following preprocessing activi-
ties that performed well in most Natural Language Processing (NLP)
applications:

• Delete users whose tweets are more than 50% non-english as
recommended in [18] and similar to [16,17,29].

• Delete users whose tweets are more than 50% URL as recom-
mended in [17].

• Remove the phrase RT from the beginning of the tweet.
• Convert tweets to lowercase letters [16,17,29].
• Convert emojis to related words [17].
• Delete all web addresses, bookmarks, and hashtags, as recom-

mended in [30].
• Convert symbols such as ‘::’ and ‘...’ to avoid encoding errors in

the programming language.
• Remove characters with more than two consequent repetitions in

a row.
• Converts ‘cannot’ and ‘can’t’ to ‘can not’.
• Convert ‘‘n’t’’ to ‘‘not’’.
• Remove all english stop words except ‘no’, ‘not’, and ‘nor’ as

recommended in [30].

4.2. User modeling

The four key steps in our user modeling method are: (i) identifying
appropriate features, (ii) creating a representation for tweets and devel-
oping the daily user mode, (iii) modeling changes in subsequent user
modes, and (iv) producing the final user representation. These steps are
described in the sections below.
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Fig. 2. Modeling users based on dynamic and static features.
4.2.1. Selecting features
In this step, we model and extract some of the bipolar disorder fea-

tures that can be gathered from social media. Giving the categorization
in Table 1, we introduce the ‘Phoneme’ attribute as a representation of
the ‘Linguistic’ category, ‘The number of daily tweets’ as a represen-
tation of the ‘Behavior’ category, and ‘Polarity and Emotion’ attribute
as a representation of the ‘Emotion and Cognition’ category. Moreover,
we propose two additional attributes, namely ‘‘Phonetic Association’’
and ‘‘Sleep–Wake Cycle’’ in this paper.

Phoneme
In [18] all unigrams and bigrams at the word level in the data set

were utilized to investigate linguistic patterns. Using all words and their
binary combinations as attributes may result in inefficient attributes,
thereby increasing the dimensions of the attribute vector and the pro-
cessing volume. Therefore, instead of employing all available unigrams
and bigrams, we analyzed english phonemes as n-grams at the character
level and used the available categories as the linguistic features. In
linguistics, a phoneme is the smallest unit of speech to distinguish one
word or word element from another. We have summarized the english
phonemes introduced in [31,32] in Table 2. To minimize the size of
the feature space, we suggest a new phoneme categorization, as shown
in Table 3, which is inspired by the phoneme categorization shown in
Table 2.

In this paper, we considered only eight specified attributes in Ta-
ble 3 as the phoneme features and determined their values by the
number of their sample phonemes (tf) presented in the tweet text.

Polarity and Emotion
A person in a condition of mania has a dominating happy sensa-

tion, whereas a person in a state of depression has a strong negative
feeling [33]. As a result, assessing the user’s emotions and sentiments
is another key component in determining whether or not they have
bipolar disorder. We analyzed the attribute of ‘polarity and emotion’,
inspired by [16,18]. The direction of the user’s emotions is determined
by polarity. It can tell whether a tweet represents a user’s positive,
negative, or neutral views about an entity. Emotions are also taken
into account to determine this feature better. To this end, we drew on
the work of the [34].1 This research uses recurrent neural networks

1 https://github.com/nikicc/Twitter-emotion-recognition
4

Table 2
A summarization of english phonemes categorization [31,32].

Phoneme name Phoneme samples

Vowel iy ih eh ey ae aa aw ay ah ao oy ow uh uw er
Fricative jh ch s sh z zh f th v dh hh
Nasal m n ng
Stop b d g p t k
Approximant w y l r
Coronal d l n s t z
High ch ih iy jh sh uh uw y ow g k ng
Dental dh th
Glottal hh
Labial b f m p v w
Low aa ae aw ay oy
Mid ah eh ey ow
Retroflex er r
Velar g k ng
Anterior b d dh f l m n p s t th v z w
Back ay aa ah ao aw ow oy uh uw g k
Continuant aa ae ah ao aw ay dh eh er r ey l f ih iy oy ow s sh th uh

uw v w y z
Round aw ow uw ao uh v y oy r w
Tense aa ae ao aw ay ey iy ow oy uw ch s sh f th p t k hh

Table 3
Categorization of latin phonemes used in this study.
Category name Respective phonemes from Table 2

Oral-Cavity Anterior + Back + Approximant
Mouth-Openness High + Mid + Low
Obstruent Continuant + Labial + Fricative + Stop
Tongue Coronal + Dental + Retroflex
Resonance Nasal + Glottal + Velar
Vowel Vowel
Round Round
Tense Tense

(RNNs) to extract eight different emotions from a sequence of char-
acters. Accordingly, the following eight features are considered under
the heading of emotions: Anger, Disgust, Fear, Joy, Sadness, Surprise,
Trust, and Anticipation.

As a result, each tweet is analyzed for nine different features to
determine its polarity and the user’s emotions. These features fall into
the categories of cognitive and emotion, as seen in Table 1.

https://github.com/nikicc/Twitter-emotion-recognition
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Phonetic Association
During mania, a person’s speech activities change. In this case,

the patient tries to speak fast, loudly and under pressure. Such an
individual can also jump on thoughts (jump from one subject to another
while talking) or use rhythmic speech [35]. Instead of expressing
meaningful phrases, the patient focuses on the sounds in a sentence. In
other words, this person uses rhyme and puns to try to create melodious
phrases [36]. Consider this sentence as a sample of this type of rhythmic
speech: ‘‘I wrote the boat overload showed my goat float tote’’.

In this paper, we pay attention to the rhythmic speech. We consider
two Boolean features to check for punctuation and rhyme in each tweet.
Since this feature has not been explored in any of the previous work,
we will consider two questions to cover this feature:

• ‘‘Is there a rhyme in the tweet or not?’’
• ‘‘Are there duplication terms in the tweet or not (to check for puns

in the tweet)?’’

hese two features fall into the category of linguistic features.

Sleep–Wake Cycle
Patients with bipolar disorder experience differences in their sleep–

ake cycles. For instance, it has been observed that patients with
ipolar disorder are awake for a day/days in their mania stage. On the
ther hand, they may sleep for long hours in the depression stage [33].
o achieve this feature, some authors proposed to examine whether
he user has left a tweet from 12 p.m. to 6 a.m. [16]. We argue that
his is an ineffective metric because many people are awake during
his time of day due to their employment, age, or other obligations.
herefore, we introduce a new metric to mimic the sleep–wake cycle
haracteristic. We consider how many hours people have been awake
nd have tweeted. In addition, we can monitor changes in the users’
leep–wake cycle by taking this measurement over a specific time,
egardless of their job or age requirements. This feature falls into the
ategory of behavioral features.

The Number of Daily Tweets
The amount of everyday activities performed by bipolar patients

ncreases throughout the mania period. It may also affect their social
etworking activity. Furthermore, the patient speaks more than usual
y altering the previously discussed speech activities [33,35]. Using the

‘number of daily tweets’’ feature, according to papers [16,18], can be
ne approach to looking at this symptom. This feature belongs to the
ategory of behavioral features and determines a person’s activity level.

In the following, we explain how we employ these features to make
user model that is used to train our prediction model.

.2.2. Tweet modeling and Daily User Mode (DUM)
In the preceding part, we identified and discussed some key fea-

ures. We aim to leverage these features to create a user representation
or bipolar disorder prediction. Varied features, on the other hand,
ould not be implemented in the same way. In Section 3, we divided
hese features into two categories: static and dynamic features. The
bility to track dynamic features makes the prediction process much
asier, while changes in static features do not need to be monitored. We
ant to create user vectors that meet two criteria: First, they must have
fixed length for all users that is independent of the number of user

osts. Second, they must represent not only static features of the user
ut also dynamic features to illustrate changes in the user’s behavior.
or this purpose, we take the following four steps:

Step 1: For each tweet, a vector 𝑣𝑡 is derived based on its dynamic
textual features.

Step 2: The non-text-based dynamic features for each user are added
to the Step 2 tweet vectors (DUM).

Step 3: Based on changes in the dynamic features, a user vector (𝑣𝑢)
is created for each user.

Step 4: The static features are added to the user vector (FUM).
5

Now we formalize the process of creating these representations.
Given the set of users 𝑈 , and the set of tweets 𝑇 , for 𝑢 ∈ 𝑈, 𝑇𝑢
denotes the set of tweets of user 𝑢. Moreover, 𝐼𝑢 presents the activity
interval of user 𝑢. For day 𝑑 ∈ 𝐼𝑢, 𝑇𝑢,𝑑 denotes the set of user tweets in
day 𝑑. The pseudocode of our user modeling is presented in Fig. 3. As
he first step, we model each tweet on the basis of its dynamic textual
eatures.

The following is a list of the dynamic features we utilize to create
he user model: polarity, emotions, phoneme, phonetic association,
leep–wake cycle and number of tweets per day. The first four features
re derived from tweet texts, while the last two are derived from the
ser behavior.

We covered what these features are and why they are significant in
ection 4.2.1. In this section, we go over how we use these features to
reate a formal user representation.

Polarity: The Sentiment140 toolkit [37] is used to extract three
ifferent polarities from tweet text: negative, neutral, and positive. So,
iven the user 𝑢 for each tweet 𝑡 in 𝑇𝑢,𝑑 , we compute the first feature
f the vector 𝑣𝑡 from the output of the Sentiment140 toolkit. We used
alues 0, 2, and 4 for the negative, neutral and positive polarities
espectively.

Emotions: As mentioned earlier, in addition to the overall polar-
zation, we intend to observe the specific emotions expressed in the
weet:

Joy–sadness, trust–disgust, fear–anger, and surprise–anticipation

n this way, the next eight features of the tweet are conducted and are
dded into the 𝑣𝑡.

Phoneme: We extend 𝑣𝑡 by eight additional phoneme features
ccording to categorizations in Table 3. The value of each feature is
alculated on the basis of the term frequency of unigrams and bigrams
f the corresponding phonemes within the tweet.

Phonetic Association: As explained in Section 4.2.1 we consider
he rhythm and puns features in the tweets as the phonetic association
eatures. We consider two boolean features to check for punctuation
nd rhyme in each tweet. Here, 𝑣𝑡 is extended by these two features.

At this point, we choose an interval for aggregating the dynamic
eatures and tracing the changes. The ‘day’ interval is offered by the
sychiatrist consultation [23–25]. Furthermore, our studies of alterna-
ive aggregation intervals show that this period is suitable (Section 6).
s a result, the daily user mode (DUM) is derived from the tweet vectors

n a day. In formal terms, for user 𝑢 ∈ 𝑈 and day 𝑑 ∈ 𝐼𝑢 we have:

𝑈𝑀𝑢,𝑑 =

∑

𝑡𝑖∈𝑇𝑢,𝑑 𝑉𝑡𝑖
|𝑇𝑢,𝑑 |

(1)

where 𝐷𝑈𝑀𝑢,𝑑 is the user representation 𝑢 in day 𝑑, and 𝑇𝑢,𝑑 is the set
of the user tweets in the day 𝑑. In fact, we consider the average of the
tweet vectors as the daily user representation.

𝐷𝑈𝑀 is then extended by the other two dynamic features: ‘sleep–
wake cycle’ and ‘number of tweets per day’.

Sleep–Wake Cycles: The sleep–wake cycle feature is formalized by
dividing each separate hour in a day that user 𝑢 has tweeted in by 24.
or example, if a person tweets at 12 different hours during the day,
he value of this feature is 12/24 = 0.5. This indicates that the user has
pent at least half of the day awake. For user 𝑢 in day 𝑑 we have:

𝑊𝑢,𝑑 =
24
∑

𝑖=1

𝑓 (𝑖, 𝑢, 𝑑)
24

(2)

where 𝑆𝑊𝑢,𝑑 is the sleep–wake cycle feature of user 𝑢 in day 𝑑. 𝑓 (𝑖, 𝑢, 𝑑)
is a binary function which returns 0 if user 𝑢 does not have any tweet
in the i’th hour of a day. Function 𝑓 returns 1 if user 𝑢 has at least one
tweet in the i’th hour of a day. Up to now, the 𝐷𝑈𝑀𝑢,𝑑 vector has 17
elements. 𝑆𝑊𝑢,𝑑 is considered the 18’th element of the 𝐷𝑈𝑀𝑢,𝑑 vector.

The Number of Tweets Per Day: As the final dynamic feature, we
consider the number of tweets per day. So, for user 𝑢 the number of
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Fig. 3. The pseudo-code of proposed user modeling (steps 1 and 2).
tweets in day 𝑑 is added as the last dynamic feature into the 𝐷𝑈𝑀𝑢,𝑑
vector.

All values in DUM vectors are normalized in the interval of [0,1] by
the sklearn preprocessing library.

4.2.3. A graph-based solution for modeling changes
In recent years, graph-based techniques have been widely utilized

to construct representations for a variety of entities, such as users and
users’ posts [38,39]. Graphs can be used to encode entities and their
relationships with a high degree of representation. In this phase, we
intend to model changes in the dynamic features that are encoded in
the DUM. Clustering DUM vectors, modeling changes in the Behavior
Change Graph (BCG), and extracting the core user model are the three
processes in this phase. In the next parts, we will explain these steps in
further detail.

(1) Clustering DUM vectors:
In order to simplify tracing changes in user behaviors, we aim to

categorize various user behaviors embedded in the DUM vectors. To
determine the proper number of clusters, we exploited Elbow, which
is a heuristic method used to identify parameters in the data-driven
models. According to the elbow curve developed for our dataset, three
to five clusters were the optimal number for achieving the lowest
explained variances. We picked five as the number of clusters and hope
that the generated clusters represent the five different modes observed
in the behavior of patients with bipolar disorder [26–28]: high mania,
low mania, neutral, low depression, and high depression.

The non-zero DUM vectors were clustered into five clusters using
the K-Means algorithm as the clustering method. Notably, a day with no
activity/tweet results in a DUM vector of zero. While bipolar patients
may be inactive for a period of time, inactivity can also be seen in
healthy persons. As a result, all zero vectors are placed in their own
cluster, and the distinction between these two modes is deferred until
the classification phase. Now, we have a set of clusters 𝐶 = {𝐶0,… , 𝐶5},
where 𝐶0 corresponds to the zero cluster and 𝐶1 to 𝐶5 corresponds
to the bipolar disorder modes (high mania, low mania, neutral, low
depression, and high depression, respectively).

(2) Modeling changes in the Behavior Change Graph (BCG)
In this phase, we are interested to trace changes in the daily user be-

havior based on the clusters created in the previous step. We introduce
the Change Sequence for user 𝑢 (𝐶𝑆𝑢) which represents the sequence of
user changes in the clusters. This sequence is constructed on the basis
of the sequence of the 𝐷𝑈𝑀𝑢 in the consecutive days in 𝐼𝑢 where each
vector in 𝐷𝑈𝑀𝑢 is replaced with its corresponding cluster in 𝐶.

To describe daily changes for each user, we create the Behavior
Change Graph (BCG), a directed weight graph. We have a graph
𝐵𝐶𝐺𝑢 = (𝑉 ,𝐸) for user 𝑢, where 𝑉 corresponds to the set of clusters 𝐶,
so 𝑉 = {𝐶 ,… , 𝐶 }. The following is how the directed weighted edge
6

0 5
Fig. 4. Behavior Change Graph (BCG) for a sample user.

set 𝐸 is built. If we witness an immediate mode shift from 𝐶𝑖 to 𝐶𝑗
in the 𝐶𝑆𝑢 for user 𝑢, the edge e from 𝐶𝑖 to 𝐶𝑗 is generated. For the
first time, the weight of e is set to 1. We continue to follow 𝐶𝑆𝑢 and
as an additional immediate mode transition from 𝐶𝑖 to 𝐶𝑗 is seen, we
increase the value of e’weight by 1.

To clarify modeling changes, for a sample user 𝑢 we bring an
example of 𝐶𝑆𝑢 and the 𝐵𝐶𝐺𝑢 as follows: Suppose 𝐶𝑆𝑢 with values
4, 3, 0, 0, 0, 0, 5, 2, 1, and 1, suggesting that in the 10 days interval of
user 𝑢, the 𝐷𝑈𝑀𝑢 vectors fall into this sequence of clusters. The BCG
graph created for 𝑢 is shown in Fig. 4.

(3) Extracting the core user model
The 𝐵𝐶𝐺𝑢 adjacency matrix is then built, and the Core User Model

(CUM) is obtained by connecting the rows of the matrix. CUM is a 36-
element vector that will be used in the learning phase since 𝐵𝐶𝐺𝑢 has
a 6*6 matrix. In the case of the preceding example, we have:

𝐶𝑈𝑀𝑢 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

3 0 0 0 0 1
0 1 0 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

4.2.4. Final User Model
The CUM (Core User Model) is built using dynamic user features.

As a result, CUM reflects changes in user behavior. However, we want



Informatics in Medicine Unlocked 32 (2022) 101042E. Kadkhoda et al.

A
t

𝐴

to include the static features because their raw values are valuable,
even if their changes are not part of our analysis. We create the Final
User Model (FUM) by adding static features to the CUM. As the static
features, we consider the number of favorites, the number of followers
and the number of friends. Therefore, the FUM is a 39 elements vector.

4.3. Predicting bipolar disorder

Once the user model is constructed, we can apply a classifier to learn
a classification model on the training data and predict bipolar disorder
on the test data. In Section 6 we will discuss how we conduct train and
test data, and how we select our classifier.

5. Experimental setup

5.1. Dataset

Twitter is one of the world’s most widely used social media plat-
forms. Because of its textual character and accessibility to public ac-
counts, many researchers use this medium to study user behavior.
Moreover, because of its popularity for expressing users’ difficulties, it
is also commonly used to analyze mental diseases [40]. As a result, we
chose this medium to collect our data for this paper.

To train a model to automatically identify Twitter users with bipolar
disorder, we need to have a dataset containing labeled users with
and without bipolar disorder. Since the dataset with the mentioned
conditions was not publicly available, the present study collected and
created an appropriate dataset. We begin by identifying some users
with bipolar disorder and some with non-bipolar users. Then, we collect
the available tweets from those users. This procedure is described in
more detail below:

The regular expression search strategy was employed to search and
select users with bipolar disorder. This approach is frequently used in
the data-gathering phase in similar projects [16,17].

For this purpose, the expression ‘‘I was diagnosed with bipolar dis-
order’’ was searched on Twitter’s Search API. The retrieved tweets
were labeled as the ‘patient samples’, and the corresponding users were
labeled as the ‘patient users’. Due to the large number of retrieved
results, we decided to conduct our research between January 1, 2018,
and April 30, 2019. As a result, 1000 people were chosen randomly
from the retrieved patient users. Similarly, 1000 non-patient users were
randomly chosen using Twitter’s Streaming API. To ensure that only
active users are included in the dataset, all users were filtered by
the number of posts they have made. We excluded users whose total
number of tweets is fewer than 100, based on previous research [18]
and similar to [16,29].

We discovered three key explanations for incorrect labeling after
reviewing the dataset:

(1) The user does not talk about her disorder but quotes others in
her tweet.

(2) The exact time of the user’s illness is not known. Therefore, we
could not be sure if the available tweets covered the individual’s illness.

(3) The exact time of the person’s illness is known, but tweets are
unavailable for that time. Since the user may have been cured, the
available tweets are not representative enough.

In this step, we carefully reviewed the patient samples focusing on
these factors to ensure that users are patient. As a result, many of the
patient users were deleted from the system.

In the end, we had 89 patient users and 1000 non-patient users, and
we gathered all their tweets. Thus, we received 197,463 tweets from
7

patients and 2,796,163 from non-patients.
5.2. Evaluation metrics and baselines

Measures including precision, recall, F1-score, and accuracy metrics
are commonly used to evaluate classification tasks. Likewise, we used
these metrics, which are presented below. Given the two classes of
positive and negative, we regard the confusion matrix with values
True Positive (𝑡𝑝) as the number of cases positively predicted that are
actually positive, True Negative (𝑡𝑛) as the number of cases negatively
predicted that are actually negative, False Positive (𝑓𝑝) as the number
of cases positively predicted that are not actually positive (they are
negative) and False negative (𝑓𝑝) as the number of cases negatively
predicted that are not actually negative (they are positive). The Preci-
sion metric can be seen as a measure of quality and is used to measure
the fraction of positive cases that are correctly predicted among the
retrieved cases. So we have:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑃 ) =
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
(3)

The Recall metric is used to measure the fraction of positive cases that
are correctly classified. This metric is calculated as follows:

𝑅𝑒𝑐𝑎𝑙𝑙(𝑅) =
𝑡𝑝

𝑡𝑝 + 𝑡𝑛
(4)

The F1-score metric represents the harmonic mean between recall and
precision values, so we have:

𝐹 = 2 ∗ 𝑃 ∗ 𝑅
𝑃 + 𝑅

(5)

lso, the Accuracy metric measures the ratio of correct predictions over
he total number of instances evaluated. So we have:

𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐴𝑐𝑐) =
𝑡𝑝 + 𝑡𝑛

𝑡𝑝 + 𝑡𝑛 + 𝑓𝑝 + 𝑓𝑛
(6)

We chose three approaches from relevant work as our baselines in order
to compare our proposed method to the state of the art. These works
are outlined below.

MIDAS [18]: This approach uses a Random Forest classifier trained
on the basis of two groups of features, (i) linguistic features (including
tf-idf weights of unigrams and bi-grams), and (ii) user-living features
(e.g., age, gender, the polarity of tweets, and the frequency of tweets
with the mania, or depression, and social features e.g., the portion of
tweets with mentions, number of close friends, and the user network
size).

LNGU [19]: The authors of this paper argue that each user has
a distinct personality pattern that should be tracked. First, to embed
the tweet words, this solution employs the word2vec [22] method.
The sentence vectors are then constructed using word vectors. The
collection of embeddings is used to examine changes in user behavior
patterns over the sequences of weeks. The maximum, minimum, and
average of the embedding differences are then used as the classifier’s
training features.

QNTF [16]: This approach is similar to the one proposed in [18]
and exploits three main groups of features: LIWC, language models,
and user-living features. Each category of these features is used in a
classifier to predict patient users separately.

A summary of comparative approaches presented is in Table 4.

6. Evaluation results and findings

In this section, we bring multiple experiments that demonstrate the
effectiveness of our suggested strategy from a variety of perspectives.
We also compare the performance of our work with the baseline
methods on our dataset extracted from Twitter. We used K-fold cross-
validation to assess the classifiers, with 4 as the K. For the patient
users, we used label 1/positive and label 0/negative for the others. Our
dataset is unbalanced because the number of healthy users far outnum-
bers the number of patient users. Hence, we used the under-sampling
technique to conduct our analyses in balanced sub-datasets.
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Table 4
A summary of main characteristics of comparative methods.
Reference Years Name Main characteristics

[19] 2019 LNGU Linguistic features, Tracking changes

[18] 2016 MIDAS Linguistic features, User-living features

[16] 2014 QNTF LIWC, Language models, User-living features

Proposed approach – – Linguistic features, User-living features, Tracking
changes, Low dimensional feature space
Fig. 5. The efficiency of the proposed method by exploiting various classifiers.
6.1. Examining classifier algorithms

There are several algorithms that learn a classifier model from the
training data. In this section, we examined some of the most efficient
algorithms known in the classification field to learn our diagnostic
model. We exploited a combination of eager and lazy learning models
such as Random Forest, Naive Bayesian, KNN, Decision Tree, SVM,
SGD and Logistic Regression. The efficiency of our proposed method
with various classification algorithms is shown in Fig. 5. According to
the obtained results, the Random Forest classifier is the most efficient
compared to other classifiers. Thus, we used this classifier in subsequent
tests.

6.2. Examining various aggregation intervals

We previously discussed that it is needed to choose a suitable in-
terval for aggregating dynamic features in order to track their changes
(Section 4.2.2). However, such a decision is difficult to solve because
the changing domain varies from person to person. We tested our
method with various aggregation intervals and presented the results
in Table 5. As aggregation intervals, we looked at the intervals ‘day’,
‘week’, and ‘year’. In an additional option, we randomly chose one
of the mentioned intervals for each user to collect her attributes. The
‘day’, ‘week’, ‘month’, and ‘hybrid’ rows display the results of these
variants, respectively. Table 5 shows that the interval ‘day’ appears to
be the most appropriate interval, since our diagnostic model with this
aggregation interval outperforms the other intervals.
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Table 5
The efficiency of the proposed model using various aggregation intervals.

Aggregation interval Precision Recall F-score Accuracy

Day 87 84 85 86
Week 76 76 76 76
Month 76 73 74 75
Hybrid 76 73 75 76

6.3. Examining the impact of various features

In this phase, we are interested in examining the impact of em-
ploying various features in our diagnostic model. As we elaborated in
Section 4.2, we extract user daily modes (DUM) using dynamic features.
Afterward, all DUMs are clustered into five main clusters. Next, changes
in the user behavior are extracted by tracking changes in the clusters.
Finally, the classification operation is completed using the final user
model. To investigate the impact of features, we first look at how
essential features are in the clustering process. The effect of features
on our prediction model as a whole is examined in the second step.
These findings are presented in the following sections.

6.3.1. The feature importance in the clustering phase (clustering user daily
vectors)

DUMs are clustered into five distinct clusters, as previously stated.
We can suppose that these clusters represent five class labels, allowing
us to use a classification problem to assess the value of each feature.
The ‘FeatureImportances’ module can be fitted with a ‘GradientBoost-
ingClassifier’ to rank the features using the Python sklearn package. The
importance of features in this step is depicted in Fig. 6. Each category
represents one of the feature categories described in Section 4.2.
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Fig. 6. The feature importance of various features after clustering DUMs.
Fig. 7. The impact of features on our prediction model.
6.3.2. The impact of features on the prediction model
The impact of features on our prediction model is the next stage we

want to look at. For this purpose, we train the model by deleting all
dynamic features except the one we want to focus on. Fig. 7 shows the
outcomes. The F-score of our technique to bipolar disorder prediction
is shown in the results.

6.3.3. Discussion on the features
We have the following observations based on the data provided in

Figs. 6 and 7.

• The most essential categories in the clustering phase are
‘phoneme’, ‘phonetic association’, and ‘sleep–wake cycle’.
9

• The most crucial categories in the prediction phase are ‘phonetic

association’, ‘polarity and emotion’, and ‘phoneme’.
• Generally, ‘phoneme’, and ‘phonetic association’ are the most im-

portant categories since both phases show their high importance.
• In general, all of the categories we utilize are significant since at

least one of these phases demonstrates their importance.
• In the ‘phoneme’ category, the most essential feature is ‘obstru-

ent’, while the least important feature is ‘round’.
• In the ‘polarity and emotion’ category, ‘polarity’ is one of the most

essential features, while ‘joy’ is one of the less important ones.
• One of the most significant features is ‘repeat’.
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Fig. 8. Evaluation results of the proposed approach and the baselines.
6.4. Evaluation results

In this phase, we evaluate our proposed approach against the base-
line introduced in Section 5.2. We examined the baseline approaches
on our dataset and reported the evaluation results in Fig. 8. We can see
that our proposed approach outperforms the other methods. Regarding
the description of baselines and the characteristics of the proposed
approach, we can analyze the observation from two points of view:

(i) Employing a wide range of features: In our prediction model,
we used a variety of features from several categories, which are listed
in Table 1. By examining those features, we can see that all of these
categories have a role in the prediction model. Compared to the other
baselines, the LNGU model with solely linguistic features has the worst
performance.

(ii) Modeling changes in user behavior: Changes in behavior are
a key clue for detecting bipolar disorder. MIDAS and QNTF methods
do not consider these changes in their prediction model. On the other
hand, the LNGU approach has modeled these changes. However, since
this method has satisfied only linguistic features, it does not outperform
the other models.

7. Conclusion

Bipolar disorder is a prevalent mental illness characterized by ma-
nia, hypo-mania, and depression episodes. Despite the problem’s ubiq-
uity, traditional approaches have flaws such as a shortage of specialists
in some regions, the patient’s concealment of some symptoms, the
inability to monitor the patient outside of a therapeutic environment,
and the similarity of bipolar symptoms to other disorders. Therefore,
in many cases, this disorder is not fully recognized, and a time delay
exists between the beginning of symptoms and the diagnosis of several
years. Meanwhile, early discovery and treatment provide advantages
such as complete cure, better control, and reduced symptoms. Accord-
ingly, developing an automated diagnostic procedure will be extremely
useful.

There are drawbacks to the approaches presented in the literature,
such as the necessity to select a limited number of tweets, the inability
to combine multiple feature categories, the failure to pay attention to
feature changes, and the inability to interpret features.

In this paper, features appropriate to the disorder’s symptoms are
extracted from multiple categories of features (i.e., linguistic, behav-
ioral, cognitive, and emotional). We divided these features into two
categories: dynamic and static. Then, the changes in the dynamic
10
features were investigated using an efficient model, which does not
limit the amount of user postings. The final user model comprises a mix
of all types of features. The higher evaluation criteria values imply the
success of the proposed approach. We examined the relative importance
of various features and recognized more important and less important
ones. Overall, we identified the following areas for future research:

• We want to look into more significant elements in our future
work. By recognizing less important features, we may limit how
we use them in the future.

• In addition to detecting the disorder, examining feature changes
enables the diagnosis of different periods of the disease. Thus,
another area of open research is gathering acceptable data col-
lection and developing a system for diagnosing different stages of
the disease.

• The symptoms of bipolar illness overlap with those of borderline
personality disorder [41] and depression [27]. Thus, the approach
offered in this paper can be tested on data related to these
disorders. Alternatively, a novel approach can be proposed to
distinguish between these disorders by monitoring the changes
in features.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

References

[1] Clemente Adauto S, Diniz Breno S, Nicolato Rodrigo, Kapczinski Flavio P,
Soares Jair C, Firmo Josélia O, et al. Bipolar disorder prevalence: a systematic
review and meta-analysis of the literature. Braz J Psychiatry 2015;37:155–61.

[2] Iqbal Shumaila Muhammad, Rahman Reza-UR, Saad Muhammad, Farid Jamal,
Zafar Sadia. Prevalence of vulnerability for bipolar spectrum disorder among
students of Pakistan. Int J Appl Behav Sci 2014;1(2):3–8.

[3] Sierra Pilar, Livianos Lorenzo, Arques Sergio, Castelló Javier, Rojo Luis. Pro-
dromal symptoms to relapse in bipolar disorder. Aust N Z J Psychiatry
2007;41(5):385–91.

[4] Grünerbl Agnes, Muaremi Amir, Osmani Venet, Bahle Gernot, Oehler Stefan,
Tröster Gerhard, et al. Smartphone-based recognition of states and state changes
in bipolar disorder patients. IEEE J Biomed Health Inf 2014;19(1):140–8.

[5] Islam AM Humyra, Rahman Md Habibur, Bristy Sadia Afrin, Andalib KM Salim,
Khan Umama, Awal Md Abdul, et al. Identification of molecular signatures and
pathways common to blood cells and brain tissue based RNA-seq datasets of
bipolar disorder: Insights from comprehensive bioinformatics approach. Inform
Med Unlocked 2022;29:100881.

http://refhub.elsevier.com/S2352-9148(22)00183-6/sb1
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb1
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb1
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb1
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb1
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb2
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb2
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb2
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb2
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb2
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb3
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb3
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb3
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb3
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb3
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb4
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb4
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb4
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb4
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb4
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb5
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb5
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb5
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb5
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb5
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb5
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb5
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb5
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb5


Informatics in Medicine Unlocked 32 (2022) 101042E. Kadkhoda et al.
[6] Gallegos Salazar Leslie Marjorie, Loyola-González Octavio, Medina-
Pérez Miguel Angel. An explainable approach based on emotion and sentiment
features for detecting people with mental disorders on social networks. Appl
Sci 2021;11(22):10932.

[7] Burke-Garcia Amelia, Stanton Cassandra A. A tale of two tools: Reliability
and feasibility of social media measurement tools examining e-cigarette twitter
mentions. Inform Med Unlocked 2017;8:8–12.

[8] Singh Lisa, Bode Leticia, Budak Ceren, Kawintiranon Kornraphop, Padden Colton,
Vraga Emily. Understanding high-and low-quality URL sharing on COVID-19
Twitter streams. J Comput Soc Sci 2020;3(2):343–66.

[9] Florio Komal, Basile Valerio, Polignano Marco, Basile Pierpaolo, Patti Viviana.
Time of your hate: The challenge of time in hate speech detection on social
media. Appl Sci 2020;10(12):4180.

[10] Battineni Gopi, Chintalapudi Nalini, Amenta Francesco. Machine learning in
medicine: Performance calculation of dementia prediction by support vector
machines (SVM). Inform Med Unlocked 2019;16:100200.

[11] Kim Lori, Han Meng, Guo Rongkai. Machine learning in the analysis of mental
disease. In: Proceedings of the 2020 ACM southeast conference. 2020, p. 316–7.

[12] Tolami Fateme Asghari, Khorasani Mahsa, Kahani Mohsen, Yazdi Seyed
Amir Amin, Ghalenoei Mahdi Arkhodi. An intelligent linguistic error detection
approach to automated diagnosis of Dyslexia disorder in Persian speaking
children. In: 2021 11th international conference on computer engineering and
knowledge. IEEE; 2021, p. 393–8.

[13] Chancellor Stevie, De Choudhury Munmun. Methods in predictive techniques
for mental health status on social media: a critical review. NPJ Digit Med
2020;3(1):1–11.

[14] Joshi Deepali, Patwardhan Manasi. An analysis of mental health of social media
users using unsupervised approach. Comput Hum Behav Rep 2020;2:100036.

[15] Alvarez-Lozano Jorge, Osmani Venet, Mayora Oscar, Frost Mads, Bardram Jakob,
Faurholt-Jepsen Maria, et al. Tell me your apps and I will tell you your
mood: correlation of apps usage with bipolar disorder state. In: Proceedings of
the 7th international conference on pervasive technologies related to assistive
environments. 2014, p. 1–7.

[16] Coppersmith Glen, Dredze Mark, Harman Craig. Quantifying mental health
signals in Twitter. In: Proceedings of the workshop on computational linguistics
and clinical psychology: from linguistic signal to clinical reality. 2014, p. 51–60.

[17] Coppersmith Glen, Dredze Mark, Harman Craig, Hollingshead Kristy. From ADHD
to SAD: Analyzing the language of mental health on Twitter through self-reported
diagnoses. In: Proceedings of the 2nd workshop on computational linguistics and
clinical psychology: from linguistic signal to clinical reality. 2015, p. 1–10.

[18] Saravia Elvis, Chang Chun-Hao, De Lorenzo Renaud Jollet, Chen Yi-Shin. MIDAS:
Mental illness detection and analysis via social media. In: 2016 IEEE/ACM
international conference on advances in social networks analysis and mining.
IEEE; 2016, p. 1418–21.

[19] Jarang Satish, Joshi Deepali, Deshpande VS. Behaviour analysis using word
embedding & machine learning on social media. In: 2019 5th international
conference on computing, communication, control and automation. IEEE; 2019,
p. 1–6.

[20] Tausczik Yla R, Pennebaker James W. The psychological meaning of words: LIWC
and computerized text analysis methods. J. Lang Soc Psychol 2010;29(1):24–54.

[21] Beheshti Amin, Moraveji-Hashemi Vahid, Yakhchi Shahpar, Motahari-
Nezhad Hamid Reza, Ghafari Seyed Mohssen, Yang Jian. Personality2vec:
Enabling the analysis of behavioral disorders in social networks. In: Proceedings
of the 13th international conference on web search and data mining. 2020, p.
825–8.
11
[22] Mikolov Tomas, Chen Kai, Corrado Greg, Dean Jeffrey. Efficient estimation of
word representations in vector space. 2013, arXiv preprint arXiv:1301.3781.

[23] Angst Jules, Sellaro Robert. Historical perspectives and natural history of bipolar
disorder. Biol Psychiat 2000;48(6):445–57.

[24] Bauer Michael, Glenn Tasha, Grof Paul, Pfennig Andrea, Rasgon Natalie L,
Marsh Wendy, et al. Self-reported data from patients with bipolar disorder:
frequency of brief depression. J Affect Disord 2007;101(1–3):227–33.

[25] Bauer Michael, Glenn Tasha, Keil Michael, Bauer Rita, Marsh Wendy, Grof Paul,
et al. Brief depressive symptoms in patients with bipolar disorder: analysis of
long-term self-reported data. Aust N Z J Psychiatry 2012;46(11):1068–78.

[26] Phillips Mary L, Kupfer David J. Bipolar disorder diagnosis: challenges and future
directions. Lancet 2013;381(9878):1663–71.

[27] Vieta Eduard, Berk Michael, Schulze Thomas G, Carvalho Andre F, Suppes Trisha,
Calabrese Joseph R, et al. Bipolar disorders. Nat Rev Dis Primers 2018;4(1):1–16.

[28] McIntyre Roger S, Berk Michael, Brietzke Elisa, Goldstein Benjamin I,
López-Jaramillo Carlos, Kessing Lars Vedel, et al. Bipolar disorders. Lancet
2020;396(10265):1841–56.

[29] Syarif Iwan, Ningtias Nadia, Badriyah Tessy. Study on mental disorder detection
via social media mining. In: 2019 4th international conference on computing,
communications and security. IEEE; 2019, p. 1–6.

[30] Argueta Carlos, Saravia Elvis, Chen Yi-Shin. Unsupervised graph-based patterns
extraction for emotion classification. In: Proceedings of the 2015 Ieee/Acm
international conference on advances in social networks analysis and mining
2015. 2015, p. 336–41.

[31] Cerňak Miloš, Beňuš Štefan, Lazaridis Alexandros. Speech vocoding for laboratory
phonology. Comput Speech Lang 2017;42:100–21.

[32] Yu Dong, Siniscalchi Sabato Marco, Deng Li, Lee Chin-Hui. Boosting attribute
and phone estimation accuracies with deep neural networks for detection-based
speech recognition. In: 2012 IEEE international conference on acoustics, speech
and signal processing. IEEE; 2012, p. 4169–72.

[33] Edition Fifth, et al. Diagnostic and statistical manual of mental disorders. Am
Psychiatric Assoc 2013;21.

[34] Colnerič Niko, Demšar Janez. Emotion recognition on twitter: Comparative study
and training a unison model. IEEE Trans Affect Comput 2018;11(3):433–46.

[35] Sands Roberta G. Bipolar disorder and social work practice. Soc Work Health
Care 1985;10(3):91–105.

[36] Fountoulakis Konstantinos N. The emerging modern face of mood disorders:
a didactic editorial with a detailed presentation of data and definitions. Ann
General Psychiatry 2010;9(1):1–22.

[37] Go Alec, Bhayani Richa, Huang Lei. Twitter sentiment classification using distant
supervision, vol. 1, no. 12. CS224N Project Report, Stanford, 2009, p. 2009.

[38] Pourgholamali Fatemeh, Kahani Mohsen, Bagheri Ebrahim. A neural graph
embedding approach for selecting review sentences. Electron Commer Res Appl
2020;40:100917.

[39] Khorasani Mahsa, Minaei-Bidgoli Behrouz, Saedi Chakaveh. Automatic synset
extraction from text documents using a graph-based clustering approach via
maximal cliques finding. Int J Inform Commun Technol Res 2019;11(1):27–35.

[40] Berry Natalie, Lobban Fiona, Belousov Maksim, Emsley Richard, Nenadic Goran,
Bucci Sandra. # WhyWeTweetMH: understanding why people use Twitter to
discuss mental health problems. J Med Internet Res 2017;19(4):e107.

[41] Paris Joel, Black Donald W. Borderline personality disorder and bipolar disorder:
what is the difference and why does it matter? J Nerv Ment Dis 2015;203(1):3–7.

http://refhub.elsevier.com/S2352-9148(22)00183-6/sb6
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb6
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb6
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb6
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb6
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb6
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb6
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb7
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb7
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb7
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb7
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb7
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb8
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb8
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb8
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb8
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb8
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb9
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb9
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb9
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb9
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb9
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb10
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb10
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb10
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb10
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb10
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb11
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb11
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb11
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb12
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb12
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb12
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb12
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb12
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb12
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb12
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb12
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb12
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb13
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb13
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb13
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb13
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb13
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb14
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb14
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb14
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb15
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb15
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb15
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb15
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb15
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb15
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb15
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb15
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb15
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb16
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb16
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb16
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb16
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb16
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb17
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb17
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb17
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb17
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb17
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb17
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb17
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb18
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb18
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb18
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb18
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb18
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb18
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb18
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb19
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb19
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb19
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb19
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb19
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb19
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb19
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb20
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb20
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb20
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb21
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb21
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb21
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb21
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb21
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb21
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb21
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb21
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb21
http://arxiv.org/abs/1301.3781
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb23
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb23
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb23
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb24
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb24
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb24
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb24
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb24
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb25
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb25
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb25
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb25
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb25
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb26
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb26
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb26
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb27
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb27
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb27
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb28
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb28
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb28
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb28
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb28
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb29
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb29
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb29
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb29
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb29
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb30
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb30
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb30
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb30
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb30
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb30
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb30
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb31
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb31
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb31
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb32
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb32
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb32
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb32
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb32
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb32
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb32
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb33
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb33
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb33
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb34
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb34
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb34
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb35
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb35
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb35
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb36
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb36
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb36
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb36
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb36
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb37
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb37
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb37
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb38
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb38
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb38
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb38
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb38
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb39
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb39
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb39
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb39
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb39
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb40
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb40
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb40
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb40
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb40
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb41
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb41
http://refhub.elsevier.com/S2352-9148(22)00183-6/sb41

	Bipolar disorder detection over social media
	Introduction
	Related work
	Feature-based approaches
	Non-feature-based approaches

	Approach overview
	Proposed method
	Preprocessing
	User modeling
	Selecting features
	Tweet modeling and Daily User Mode (DUM)
	A graph-based solution for modeling changes
	Final User Model

	Predicting bipolar disorder

	Experimental setup
	Dataset
	Evaluation metrics and baselines

	Evaluation results and findings
	Examining classifier algorithms
	Examining various aggregation intervals
	Examining the impact of various features
	The feature importance in the clustering phase (clustering user daily vectors)
	The impact of features on the prediction model
	Discussion on the features

	Evaluation results

	Conclusion
	Declaration of competing interest
	References


