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location problem (HLP) with uncertain demand. Additionally, the model 
incorporates several carbon regulations, such as carbon tax policy (CTP), 
carbon cap-and-trade policy (CCTP), carbon cap policy (CCP), and 
carbon offset policy (COP). In the proposed models, an enhanced sample 
average approximation (ESAA) method was used to obtain a suitable 
number of scenarios. To cluster similar samples, k-means clustering and 
self-organizing map (SOM) clustering algorithms were embedded in the 
ESAA. The L-shaped algorithm was employed to solve the model inside 
the ESAA method more efficiently. The proposed models were analyzed 
using the well-known Australian Post (AP) data set. Computational 
experiments showed that all of the carbon regulations could reduce 
overall carbon emissions. Among carbon policies, CCTP could achieve 
better economic results for the transportation sector. The results also 
demonstrated that the SOM clustering algorithm within the ESAA method 
was superior to both k-means inside ESAA and classical SAA algorithms 
according to the %gap and standard deviation measures. In addition, the 
results showed that the L-shaped algorithm performed better than the 
commercial solver in large-scale instances.
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ABSTRACT
This paper proposes a two-stage stochastic profit-maximizing hub location problem
(HLP) with uncertain demand. Additionally, the model incorporates several carbon
regulations, such as carbon tax policy (CTP), carbon cap-and-trade policy (CCTP),
carbon cap policy (CCP), and carbon offset policy (COP). In the proposed models, an
enhanced sample average approximation (ESAA) method was used to obtain a suitable
number of scenarios. To cluster similar samples, k-means clustering and self-organizing
map (SOM) clustering algorithms were embedded in the ESAA. The L-shaped algo-
rithm was employed to solve the model inside the ESAA method more efficiently.
The proposed models were analyzed using the well-known Australian Post (AP) data
set. Computational experiments showed that all of the carbon regulations could reduce
overall carbon emissions. Among carbon policies, CCTP could achieve better economic
results for the transportation sector. The results also demonstrated that the SOM clus-
tering algorithm within the ESAA method was superior to both k-means inside ESAA
and classical SAA algorithms according to the %gap and standard deviation measures.
In addition, the results showed that the L-shaped algorithm performed better than the
commercial solver in large-scale instances.

KEYWORDS
Location; Stochastic Programming; Sustainability; Transport; Integer Programming.

1. Introduction

As strategic and operational decisions, the assignment of proper hubs and routing paths
is determined in the hub location problems (HLPs). Flows with the same destination
are collected in hubs from each origin and then transferred to their destinations to
gain the benefits of economies of scale. This reduces overall system costs compared to
classical transportation networks, in which vehicles that transport flows from origins to
destinations may not be fully loaded (e.g., less than truckloads). O’Kelly (1986) shed
light on many areas of research on HLPs that have received significant attention in re-
cent decades. The important applications of hub networks include freight and passenger
transportation, telecommunications, postal delivery, cargo delivery systems, and express
shipment (Campbell and O’Kelly 2012; Contreras 2015; Azizi and Salhi 2022). Many
companies, especially online shops, use express shipments. The Laura Ashley company
locates its warehouses near FedEx hubs to improve responsiveness to customers Thus,
transportation costs are reduced, and delivery times for customers are shortened (Song
et al. 2000). Amazon, DHL, and FedEx are just a few examples of companies using
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hub networks to reduce costs and take advantage of them (O’Kelly 2014; Bowen 2012).
Transport costs make up a significant portion of products’ prices, and hub networks
can reduce the prime cost of products. The initial research on HLPs was done on the
assumption that flows should be routed through one or two hubs that are fully inter-
connected, entirely demand-satisfying, and without point-to-point connections between
nodes. Nevertheless, these assumptions can be relaxed, and demand can be satisfied
directly between origin-destination nodes without using hubs, or more than two hubs
can be served to satisfy demand (Taherkhani and Alumur 2019).

Hub facilities can serve as production centers, where flows of materials from any origin
are assembled in hub facilities, and commodities are transferred to destinations (Gho-
dratnama et al. 2012). A number of material handling activities are conducted in hubs
to manage and sort flows. Therefore, some machinery (e.g., forklifts, industrial machin-
ery, etc.) is needed at hub facilities, which can cause environmental pollution. Thus,
in addition to economic development decisions, environmental concerns should also be
considered. Creating hub facilities is a strategic decision that will have a long-term ef-
fect, and an appropriate decision should be made about their location. Climate change
has been caused by certain human activities, including industrialization, deforestation,
and the emission of greenhouse gases. The sea level rises as a result of climate change.
The expansion of the transportation infrastructure for people and commodities is nec-
essary for economic development. However, this transportation causes environmental
problems such as carbon emissions. Governments have imposed regulations on trans-
portation companies to control carbon emissions, which is currently a global concern.
In the transportation sector, the highest carbon emissions are produced by vehicles that
use fossil fuels (e.g., gasoline and diesel), including planes, trucks, trains, and ships.
Accordingly, hub facilities and pathways are essential for designing green hub networks,
which should be carefully chosen to achieve the desired environmental objectives.

Governments deployed various carbon regulations to control carbon emissions, such
as carbon tax policy (CTP), carbon cap policy (CCP), carbon cap-and-trade policy
(CCTP), and carbon offset policy (COP). In terms of CTP, a carbon tax is charged on
each ton of carbon emitted into the atmosphere, and there is no limit on carbon emis-
sions. Nevertheless, companies should pay for their emissions. Due to the revenue and
tax paid for carbon emissions, companies can decide whether to satisfy demand. Carbon
emissions are not taxed in CCP, but there is a limit on the amount of pollution, and
emissions cannot exceed a specified range. In CCTP, carbon can be sold or purchased.
Accordingly, much like the CCP, a restriction is placed on the amount of carbon, while
carbon can be sold or bought on carbon markets. COP is similar to CCTP; however,
only carbon purchases are permitted (Sherafati et al. 2020). It is worth mentioning that
carbon pricing and carbon trade policies were implemented in 64 countries globally in
2021 (WORLD BANK GROUP. n.d.).

Carbon regulations have been widely used in various problems (e.g., transportation,
facility location, and supply chain problems). From the transportation sector decision-
maker perspective, carbon regulations increase the costs of systems. Therefore private
companies are less interested in implementing carbon policies through their trans-
portation networks. So some economic incentives should be provided by governments.
Decision-makers and firms can use the proposed mathematical models to predict their
revenue by considering different carbon regulations. Decision-makers can choose the ap-
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propriate carbon policy depending on net profit and overall carbon emission reduction
goals. In classical HLPs, the objective function consists of transportation and hub es-
tablishment costs, and decisions are related to locations and allocations. Therefore, hub
establishment costs, as well as transportation costs, can affect decisions. Introducing
carbon policies in these problems resulted in more established hubs without significant
reductions in emissions, since the HLP model should satisfy all demand (Dukkanci et
al. 2019). Interestingly, even for CCP, the model may become infeasible. In other words,
the model is forced to meet all demand, while emissions are capped at a specific value.
In this case, overall emissions cannot be appropriately reduced, resulting in an infeasible
solution, while CCTP and COP models are forced to buy more carbon on the market.
Therefore, overall carbon emissions were not reduced to achieve the desired environ-
mental levels. Profit-maximizing HLPs, on the other hand, are not obligated to satisfy
demand. As a result, several flows may not be met to reduce carbon emissions.

CTP was implemented with a price of $23 in Australia from 2012 to 2013 and $24.15
from 2013 to 2014. Although CTP reduced overall emissions in Australia from 2012 to
2014 (on average %1.4), it faced significant challenges from the public and opponents. It
increased energy prices for industries and households and was rescinded in 2014. Since
2016, Australia has used an emission trading system covering around half of its green-
house gas emissions. Several countries, such as Canada and Mexico, have implemented
or are scheduled to implement CTP and CCTP. CCTP is heavily reliant on the price of
carbon in the market and the maximum amount of carbon emitted, and is more flexible
than the other carbon cap policies. Decision-makers can earn money by selling surplus
carbon to the carbon market. Despite the excess amount of carbon allowance, this policy
encourages firms to emit less carbon. In COP, however, firms are not encouraged if they
emit less than a predetermined carbon allowance. The main challenge of cap-based poli-
cies is to determine the maximum amount of carbon emitted (Australian Government.
n.d.).

Given the information on uncertain parameters, there are several ways to deal with
model uncertainty, including robust optimization, fuzzy programming, and stochastic
programming. In the stochastic programming approach, the uncertain parameters are
known with a probability distribution. Nonetheless, the main challenge in using this
approach involves the modeling problem related to the probability distribution of uncer-
tain parameters. To handle these uncertainties, chance-constrained and scenario-based
stochastic programming are employed in this approach (Birge and Louveaux 2011; Zhen
et al. 2021). The information on uncertain parameters in fuzzy programming is ambigu-
ous, while in classic robust optimization, the information about uncertain parameters
belongs to uncertainty sets (Soyster 1973; Ben-Tal et al. 2009; Chu et al. 2019).

The literature on HLPs includes few studies on carbon emissions and even fewer
studies that use carbon policies in their problems. Additionally, that research has only
considered transportation as an emission source, while hub facilities connect transport
chains and produce emissions. Logistic sites are any hubs that connect origin-destination
pairs or form the beginning or end of transportation chains. Therefore, in this study,
both transportation and hub facilities are considered sources of carbon emissions. Fur-
thermore, most of the studies on sustainable HLPs have used a deterministic approach,
leading to unrealistic decisions. In contrast, this study applies two-stage stochastic pro-
gramming and Monte Carlo simulation to deal with uncertain demand. Finally, all of the
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research in the sustainable HLP literature has used commercial solvers or meta-heuristic
algorithms to solve their problems. In contrast, this study uses an exact algorithm (L-
shaped algorithm) to solve the problem more efficiently.

The main contributions of this study are summarized as follows: 1) Modeling a profit-
maximizing HLP through different carbon policies, such as carbon tax, carbon cap-and-
trade, carbon cap, and carbon offset, to achieve economic and environmental objectives.
Carbon emissions will cause many environmental hazards, so the proposed model will
maximize profit by transferring flows from origins to destinations while, at the same
time, addressing environmental concerns. Each country can use different policies to re-
duce carbon emissions, so this study analyzes all of those policies. 2) Using a two-stage
stochastic programming approach to address uncertain demand in the proposed models.
3) Applying an enhanced sample average approximation (ESAA) method to achieve the
proper number of scenarios. Based on the probability distribution of the uncertain pa-
rameters, a large number of possible scenarios can be generated, and clustering methods
(such as k-means and self-organizing map [SOM] clustering algorithms) can be used to
reduce the number of possible scenarios. 4) Using an L-shaped algorithm and several
variable fixing strategies to solve the proposed models more efficiently.

The rest of the paper is organized as follows: The review of literature on profit-
maximizing HLPs, uncertainty, the Benders decomposition algorithm, and sustainabil-
ity are discussed in Section 2. Section 3 provides the mathematical models of stochastic
sustainable profit-maximizing HLPs under different carbon policies according to the
SAA method. Section 4 introduces several methods that can be used to enhance the
capabilities of the SAA method. Section 5 presents the L-shaped algorithm for solving
models within the ESAA method; several ways of variable fixing are also provided for
improving the algorithm’s performance. In Section 6, the performance of different car-
bon policies, algorithms, and scenario generation methods are analyzed for solving the
proposed models. Finally, the last section provides the conclusion and recommendations
for future works.

2. Literature review

The concept of HLP was presented by Goldman (1969). O’Kelly (1986) proposed the
application of air transportation in HLP. O’Kelly (1987) introduced HLP in which the
flows are transferred through only one hub. In other words, there is only one stop in
hubs throughout the hub network. Later, a mathematical model was introduced by
Campbell (1994) by considering hub establishment and transportation costs. Farahani
et al. (2013) presented a review of solution methods, problems, and applications of HLPs
from 2007 to 2012. They studied several applications of HLPs and presented different
variants of mathematical models and solution algorithms, which are widely used in the
literature. Furthermore, several real cases are briefly introduced. Alumur et al. (2020)
specified several research gaps in HLPs, which can be helpful in the field. In addition to
incorporating economies of scale in HLPs, they recommended using economies of density
and economies of spatial scope in the concept of HLPs.

An overview of four classes of studies on HLPs is provided in this section, includ-
ing research on profit-maximizing hub location problems, HLPs under uncertainty, the
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Benders decomposition algorithm for HLPs, and sustainable HLPs.

2.1. Profit-maximizing hub location problems

By considering the hub location studies in the literature, it can be concluded that there
are two main categories of such studies, in the first category the main objective is min-
imizing the cost with the aim of delivering all demand. In the second category, there
is no obligation to deliver all demand and instead, partial demand will be delivered
only. Some studies in this category aim to maximize profits, while others aim to maxi-
mize covered demand. One of the early studies is Campbell (1994) proposing a covering
p-hub location problem that maximized the origin-destination demand using the estab-
lished hub facilities. Hwang and Lee (2012) presented an uncapacitated p-hub maximal
covering model with a single assignment strategy. Peker and Kara (2015) introduced a
partial coverage p-hub maximal covering problem with multiple and single assignment
strategies.

As the same hub maximal covering problems, in profit-maximizing HLPs, all demand
nodes are not forced to be satisfied. There is also no given budget for locating hub facil-
ities, and profit is maximized rather than covering demand. Furthermore, the covering
hub location works did not take the total transportation costs into account. Alibeyg
et al. (2016) proposed a hub network design problem with multiple assignments by
maximizing the net profit objective, including transportation costs, hub establishment
costs, and total revenue. In order to design a hub network, they considered many fac-
tors, such as the location of hub facilities, activation of edges, and specification of flow
pathways for transporting commodities. In addition, Alibeyg et al. (2018) presented a
Lagrangian relaxation framework augmented with the branch and bound algorithm to
obtain bounds at each branching of a node for their previous research work (Alibeyg
et al. 2016). Lin and Lee (2018) presented hub network configurations based on cost
minimization and profit maximization. In their study, a hub location design with in-
elastic demand and minimization objective was extended to a hub location design with
elastic demand and maximization objective. Taherkhani and Alumur (2019) proposed
profit-maximizing HLPs that considered a single assignment, r-allocation, and multiple
assignment strategies. Their objective function consisted of total revenue minus trans-
portation and hub establishment costs. Any node can be assigned to any, precisely one,
and r number of hub facilities, respectively, in multiple, single, and r-allocation strate-
gies. In addition, they modeled a profit-maximizing HLP by allowing direct connections
between demand nodes. As a result, flows could be transferred directly between origin-
destination nodes without hubs. Taherkhani et al. (2020) modeled a two-stage stochastic
profit-maximizing HLP with uncertain demand by considering multiple classes of com-
modities. They used an L-shaped algorithm to solve the models inside the SAA method.
Taherkhani et al. (2021) presented robust stochastic profit-maximizing HLP with min-
max regret criteria. In addition, revenue and demand are considered to be uncertain.
They applied the Benders decomposition algorithm to solve the proposed model. Oliveira
et al. (2022) presented multiple allocation hub networks with a profit maximization ob-
jective in an incomplete network. Their proposed model seeks to determine the location
of hub facilities, allocations, the topology of the network, and origin-destination routing.

5

Page 8 of 46

URL: https://mc.manuscriptcentral.com/ors-jors Email: TJOR-peerreview@journals.tandf.co.uk

Journal of the Operational Research Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review Only

Furthermore, the Benders decomposition algorithm was employed to solve the problem.

2.2. Hub location under uncertainty

In the literature on HLPs, several uncertainty approaches (such as robust optimization
and stochastic programming) are used to address uncertainties. Contreras et al. (2011b)
proposed a two-stage stochastic HLP with uncertain demand and transportation costs.
Taking into account uncertain dependent transportation costs or demand, the stochastic
solutions resembled the expected value problem (EVP). The independent transportation
costs, on the other hand, were not equal to EVP. Taherkhani et al. (2020) modeled
a profit-maximizing HLP, in which the capacity of hubs was considered limited and
should not exceed a predetermined amount of flow. As a result, the stochastic solution
considering uncertainty in demand is not necessarily equivalent to EVP. Hult et al.
(2014) proposed stochastic programming for an uncapacitated p-hub center problem
with a single assignment strategy and uncertain travel times. Adibi and Razmi (2015)
modeled a stochastic p-hub median problem with uncertain transportation costs and
demand. Sadeghi et al. (2015) proposed a stochastic hub covering location problem
taking into account road disruptions, i.e., the road capacity was uncertain. Furthermore,
the differential evolution algorithm (DEA) and genetic algorithm (GA) were employed
to solve the model more efficiently and obtain near-optimal solutions in a reasonable
computation time. Correia et al. (2018) proposed a multi-period HLP with uncertainty.
A stochastic programming approach was used to deal with demand uncertainty. In
addition, several valid inequalities were introduced to solve large-scale instances.

Shang et al. (2021) modeled a two-stage stochastic multi-modal HLP with a direct
shipment strategy and uncertain demand. Rostami et al. (2021) modeled a two-stage
stochastic single allocation HLP with uncertain demand. The multiplication of several
binary decision variables led to a nonlinear structure in their proposed model. Notably,
linearization of binary variable multiplication has an easy way, but it increases the total
number of variables and constraints in the model. In order to solve the model more
effectively, they suggested a branch-and-cut framework instead of linearizing the model.
Momayezi et al. (2021) presented a reliable stochastic capacitated modular single al-
location HLP and employed an adaptive large neighborhood search algorithm (ALNS)
to solve their proposed model. Taherkhani et al. (2021) presented a robust stochas-
tic approach for a profit-maximizing HLP with uncertain revenue and demand. They
also employed the Benders decomposition algorithm for solving the model. Hu et al.
(2021) modeled a stochastic single allocation HLP with joint chance constraints. In
the stochastic model, demand is considered as an uncertain random parameter with a
normal probability distribution. Ghaffarinasab (2022) proposed a two-stage stochastic
single and multiple allocation HLP with Bernoulli demand. They also used the Ben-
ders decomposition algorithm and Lagrangian relaxation method to solve the problem.
Zhang et al. (2022) modeled a two-stage stochastic incomplete multimodal HLP with
multiple assignment strategy and uncertain demand. They also applied a restriction on
delivery time in their proposed model.
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2.3. Benders decomposition algorithm for the HLPs

Contreras et al. (2011a) used the Benders decomposition algorithm in an uncapaci-
tated HLP. Furthermore, they proposed several variable fixing strategies that can be
applied in the Benders decomposition algorithm to solve HLP more efficiently. Contr-
eras et al. (2011b) applied the Benders decomposition and L-shaped algorithms in a
stochastic uncapacitated HLP with uncertain demand. de Sá et al. (2018) developed
robust HLP with uncertain hub establishment costs and demand. In addition, hybrid
heuristic approaches (as well as the Benders decomposition algorithm) were used to
solve the problem. Lozkins et al. (2019) presented a robust HLP with uncertain de-
mand. To solve the proposed model more efficiently, they used the classical and ac-
celerated Benders decomposition algorithms. Rahmati and Neghabi (2021) proposed a
balanced HLP and employed an adjustable robust optimization to handle the uncertain
transportation costs. According to the sensitivity of flows in hubs, the amount of flows
entering each hub facility is balanced. They used the classical and accelerated Ben-
ders decomposition algorithms (Pareto-optimal cut) and demonstrated the superiority
of the accelerated one. Taherkhani et al. (2020) used the Benders decomposition, and
L-shaped algorithms were used for a two-stage stochastic HLP with multiple demand
classes. Rahmati et al. (2021) presented a two-stage robust HLP and utilized the classi-
cal and Pareto-optimal cut Benders decomposition algorithm to solve the problem. The
Pareto-optimal cut Benders decomposition algorithm performed superior to the classical
one. Ghaffarinasab and Kara (2022) presented a risk-averse stochastic median, maximal
covering, and center HLP with uncertain demand. The authors applied the Benders de-
composition algorithm to solve large-scale instances. Taherkhani et al. (2021) modeled
robust stochastic profit-maximizing HLP and applied the Benders decomposition algo-
rithm to solve the problem. Ghaffarinasab (2022) employed the Benders decomposition
algorithm to solve a stochastic HLP. Zhang et al. (2022) used the Benders decomposition
algorithm for solving a stochastic incomplete multimodal HLP. Also the Benders algo-
rithm was implemented successfully in other problems (Tanksale and Jha 2020; Pearce
and Forbes 2019; Çalık et al. 2021).

2.4. Research on sustainable hub location problems

Mohammadi et al. (2014) addressed noise and pollution as objective functions of HLP
in order to consider sustainability. They used a mixed possibilistic–stochastic program-
ming approach to address uncertainty in the model. The authors also used the imperialist
competitive algorithm (ICA) and the simulated annealing algorithm (SA) to solve large-
scale instances; the results were compared with a lower bound. Niknamfar and Niaki
(2016) modeled a hub-and-spoke network for a p-hub location problem. They considered
two objective functions to achieve economic and environmental targets. Zhalechian et
al. (2017) proposed a multi-objective multi-modal HLP with uncertainty. They used a
possibilistic-stochastic programming approach to address uncertainty in their proposed
model. In the presented model, the objective functions minimized transportation and
traffic noise pollution, as well as the maximum transportation time. Moreover, they ap-
plied a hybrid DE and hybrid ICA to solve the model. Musavi and Bozorgi-Amiri (2017)
presented a sustainable hub location-vehicle scheduling problem, in which a restriction

7
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was placed on the number of vehicles serving in the hub facilities. The objective func-
tions of the models included minimizing transportation costs, maximizing food freshness
and quality, and minimizing carbon emissions. They used an adopted non-dominated
sorting genetic algorithm-II (NSGA-II) to solve the model. Maiyar and Thakkar (2019)
presented a hub-and-spoke network for sustainable food grain transportation that con-
sidered hub disruption. They formulated their problem as a multi-period mixed integer
nonlinear problem by minimizing the costs of hub location and transportation, rerout-
ing, social, and environmental expenses. The Particle Swarm Optimization with DE
(PSODE) algorithm was used to solve the model.

Parsa et al. (2019) proposed a multi-objective HLP that minimized the total cost
of the network, as well as greenhouse gas emissions, noise, and fuel consumption. Yin
et al. (2019) presented a distributionally robust p-hub median problem by considering
CCTP. The carbon emission was considered as an uncertain parameter in the model that
only involves partially available information. Dukkanci et al. (2019) modeled a nonlinear
problem for a green HLP, redesigned it as a second-order cone programming problem,
and used several cuts to strengthen the problem. Mokhtarzadeh et al. (2021) modeled a
multi-objective non-linear model for the p-mobile HLP. They employed multi-objective
particle swarm optimization (MOPSO) and NSGA-II algorithms to solve their proposed
model. Tian et al. (2020) presented a p-hub median problem with single assignment.
They calculated the network emissions, including CO, HC, and NOx and aircraft fuel
consumption for a real case in china. Golestani et al. (2021) modeled a bi-objective green
HLP. The first objective function minimized network costs, while the latter maximized
the quality of the delivered commodities. Yin et al. (2022) developed a distributionally
robust multi-objective HLP in which economic and environmental factors were incor-
porated. They considered carbon emissions, transportation costs, and noise levels as
uncertain parameters. Carbon regularities have been used widely in other problems
(Sherafati et al. 2020; Pan et al. 2021; Modak and Kelle 2021; Hosseini-Motlagh et al.
2021).

Table 1 shows a brief review of sustainability-related subjects within the concept
of HLPs. Columns labeled “SO” and “MO” are abbreviations for single-objective and
multi-objective, respectively. Columns “ST,” “RO,” “FU,” and “DT” are abbreviations
for stochastic programming, robust optimization, fuzzy programming, and determinis-
tic models, respectively. Columns labeled “w,” “c,” “f,” “e,” “cap,” and “t” represent
demand, transportation cost, hub establishment cost, hub capacity, travel time, and
emission parameters, respectively. The “emission sector” column indicates that carbon
emissions are considered in the transportation (TR) or hub facilities sectors. Finally,
the “solution approach” column gives the corresponding solution techniques.

Most studies did not consider carbon policies in HLPs, but three papers incorporated
CTPs and CCTPs. Yin et al. (2019) also considered carbon emission as a source of
uncertainty and used a commercial solver to solve the problem; additionally, carbon
emission was solely considered in the transportation network. The two other carbon
policies (i.e., CCP and COP) did not receive any attention in the literature on HLP.
As a result, this paper incorporates the entire four carbon policies, and the carbon
emission is included in the hub facilities and transportation network. Moreover, a two-
stage stochastic programming approach is applied to deal with demand uncertainty.
Finally, the L-shaped algorithm (multi-cut framework) augmented with ESAA was used

8
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to solve large-scale instances more efficiently. Most previous papers concentrated on
HLP by minimizing costs. Therefore, the carbon regulations in this paper are based on
profit-maximizing HLP considering uncertain demand. In addition, the SOM clustering
and k-means clustering algorithm are employed in the SAA method to achieve a good
quality solution with fewer scenarios in the proposed models.
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3. Problem description and formulation

The stochastic model of profit-maximizing HLP with uncertain demand is presented in
this section. In particular, different carbon mechanisms such as CTP, CCTP, CCP, and
COP are taken into account. The sets, parameters, and decision variables are presented
as follows:
Sets
N Set of non-hub nodes, i, j ∈ N .
H Set of potential hub nodes and H ⊂ N , k, l ∈ H.
Q Set of random samples, q ∈ Q.

Parameters
rij Revenue by transferring flows from node i ∈ N to node j ∈ N .
wij Amount of flows from origin node i ∈ N to destination node j ∈ N .
fk Hub establishment cost for potential hub node k ∈ H.
dij Distance between node i ∈ N and node j ∈ N .
Γk Capacity of potential hub node k ∈ H.
ek Amount of carbon emission per unit of flows that entered to each hub k ∈ H.
etij Amount of carbon emission per unit of flows by transferring flows from node
i ∈ N to node j ∈ N .
π Amount of tax paid per unit of carbon.
Cb Carbon buying prices per unit of carbon.
Cs Carbon selling prices per unit of carbon.
MC Maximum permitted amount of carbon that can be emitted.
α Inter hub discount factor.

Variables
zk Binary variable, equal to 1 when a hub is established in node k ∈ H.
xkl
ij Fraction of flows between nodes i ∈ N and j ∈ N through hubs k ∈ H and l ∈ H.

vk Amount of flows entered to each hub node k ∈ H.
yb Amount of carbon credit bought in a carbon trade market.
ys Amount of carbon credit sold in a carbon trade market.

3.1. Stochastic capacitated profit-maximizing hub location problem

The proposed model restricts the total flows entered into each hub facility to those
originating at origin nodes and flow from the first hub to other hubs along the path.
It is assumed that at least one and at most two hubs can be used in the network to
transfer commodities between origins and destinations. A multiple-assignment strategy
is considered in the proposed model. In other words, each node can be allocated to
any number of hubs. More precisely, each origin-destination can transfer commodities
through several different paths. Even different fractions of a flow between a specified
origin-destination node can be transferred through various paths due to economic factors
or limited hub capacity. In the profit-maximizing HLPs, there is no requirement to satisfy
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entire network flows, and only profitable flows between origin-destination are satisfied;
i.e., demand is satisfied if the revenue generated by origin-destination nodes exceeds
its associated costs. As a result, certain pre-processing actions can reduce the variables
and constraints. In this case, the values of routing decision variables (xkl

ij ) are fixed

to zero if rij − cklij ≤ 0. Transportation costs are calculated by cklij = dik + αdkl + dlj
relation. Moreover, for the economy of scale property, it is assumed that 0 < α < 1. In
other words, to offer economical transferring flows through hubs, a discount factor α is
considered within the inter-hub network. According to the proposed model, the location
of hub facilities (zk) is a strategic decision and is considered the first-stage decision (here-
and-now decision); importantly, it is determined in the absence of uncertain demand.
Let Ξ denotes the support of ξ, and Eξ denotes the expectation with respect to ξ. It
is assumed that wij(ξ) is a random variable of future demand from origin node i ∈ N
to destination node j ∈ N . Allocation decisions (xkl

ij (ξ)) are considered as the second-
stage decision variables (wait-and-see decisions) and determined in the realization of
uncertain demand. The mathematical model of the stochastic profit-maximizing HLP
with uncertain demand is as follows:

MaxZ = −
∑
k∈H

fkzk + Eξ

∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

(rij − cklij )wij(ξ)x
kl
ij (ξ)

 (1)

Subject to:

∑
k∈H

∑
l∈H

xkl
ij (ξ) ≤ 1 ∀i, j ∈ N, ξ ∈ Ξ (2)

∑
l∈H

xkl
ij (ξ) +

∑
l∈H,l ̸=k

xlk
ij (ξ) ≤ zk ∀i, j ∈ N, k ∈ H, ξ ∈ Ξ (3)


∑
i∈N

∑
j∈N

∑
l∈H

wij(ξ)x
kl
ij (ξ)

+
∑
i∈N

∑
j∈N

∑
l∈H,l ̸=k

wij(ξ)x
lk
ij (ξ)

 ≤ Γkzk ∀k ∈ H, ξ ∈ Ξ (4)

xkl
ij (ξ) ≥ 0 ∀i, j ∈ N, k, l ∈ H, ξ ∈ Ξ (5)

zk ∈ {0, 1} ∀k ∈ H (6)

The objective function (1) maximizes the total profit in the design of the hub network.
The first-stage decision variables (zk) are taken before revealing uncertain demand, while
the second-stage decisions (xkl

ij (ξ)) are taken after revealing such uncertainties. The first
term of the objective function denotes the cost of establishing hubs and the second term
is the expected value of revenue minus transportation costs. According to the constraints
(2), flows are transmitted through hubs, and it is not necessary to cover the entire
demand. Constraints (3) emphasize that non-hub node connections are not allowed.
In other words, each node should be allocated to hub nodes, and there is no direct
connection between non-hub nodes. Constraints (4) are capacity restriction constraints
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for each hub facility where the incoming flow (from non-hub nodes and other hubs) to
hub facilities should be lower than their corresponding capacities. Finally, constraints
(5) to (6) determine the domains of decision variables.

3.2. Profit-maximizing HLP under carbon tax policy (CTP)

In this section, a profit-maximizing HLP is developed under a carbon tax policy. Carbon
emissions are released during the transfer of flows between origin-destination nodes and
during material handling in hubs. Accordingly, a tax is imposed on the carbon emissions
released by the hub network (hubs or transportation). The SAA method is a scenario
generation-based sampling that is widely used in stochastic optimization problems, espe-
cially in the literature on HLPs to obtain a proper number of discrete scenarios (Shapiro
and Homem-de-Mello 1998). According to the known probability distribution of uncer-
tain parameters, several scenarios are generated based on the probability distribution;
moreover, the expected stochastic value function is approximated by the sample aver-
age function. The two-stage stochastic mathematical model of the proposed model by
considering CTP and the SAA description is presented in Appendix A in order not to
lengthen the paper. Let xklq

ij and vqk be the second-stage decision variables related to the

sample q ∈ Q, and let wq
ij represent demand between node i ∈ N and node j ∈ N in

sample q ∈ Q. The SAA problem for the CTP model can be stated as follows:

MaxZ = −
∑
k∈H

fkzk +
1

|Q|
∑
q∈Q


∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

(rij − cklij )w
q
ijx

klq
ij − π

∑
k∈H

ekv
q
k

−
∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

π(etik + etkl + etlj)w
q
ijx

klq
ij


(7)

Subject to:

∑
k∈H

∑
l∈H

xklq
ij ≤ 1 ∀i, j ∈ N, q ∈ Q (8)

∑
l∈H

xklq
ij +

∑
l∈H,l ̸=k

xlkq
ij ≤ zk ∀i, j ∈ N, k ∈ H, q ∈ Q (9)

∑
i∈N

∑
j∈N

∑
l∈H

wq
ijx

klq
ij +

∑
i∈N

∑
j∈N

∑
l∈H,l ̸=k

wq
ijx

lkq
ij ≤ vqk ∀k ∈ H, q ∈ Q (10)

∑
i∈N

∑
j∈N

∑
l∈H

wq
ijx

klq
ij +

∑
i∈N

∑
j∈N

∑
l∈H,l ̸=k

wq
ijx

lkq
ij ≤ Γkzk ∀k ∈ H, q ∈ Q (11)

xklq
ij ≥ 0 ∀i, j ∈ N, k, l ∈ H, q ∈ Q (12)

vqk ≥ 0 ∀k ∈ H, q ∈ Q (13)

zk ∈ {0, 1} ∀k ∈ H (14)
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The objective function (7) consists of hub establishment costs and the approximation
of the second stage value which consists of total revenue minus total transportation and
carbon emission costs. Constraints (10) calculate the amount of flows entered into each
hub facility, beginning with the non-hub nodes or the first hubs. Constraints (12) - (14)
determine the type of decision variables. Hereafter, the problem (7) - (14) is considered
as an approximate problem with uncertain demand for the CTP model.

3.3. Profit-maximizing HLP under carbon cap-and-trade policy (CCTP)

In this section, a profit-maximizing HLP is developed under a carbon cap-and-trade
policy. As part of this model, carbon emissions from firms are limited, yet to a greater
extent allowed. In other words, the model takes into account the trade of carbon (buy or
sell). The two-stage stochastic mathematical model of the proposed model by considering
CCTP and the SAA description is presented in Appendix B. Let ybq and ysq be the
second-stage decision variables with q ∈ Q. Accordingly, the SAA problem for the CTP
model can be stated as follows:

MaxZ = −
∑
k∈H

fkzk +
1

|Q|
∑
q∈Q

 ∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

(rij − cklij )w
q
ijx

klq
ij

−Cb× ybq + Cs× ysq

 (15)

Subject to:
Constraints (8)-(14)

∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

wq
ijx

klq
ij (etik + etkl + etlj)

+
∑
k∈H

ekv
q
k + ysq − ybq

 ≤MC ∀q ∈ Q (16)

ybq ≥ 0 ∀q ∈ Q (17)

ysq ≥ 0 ∀q ∈ Q (18)

In the objective function (15), the approximation of the second stage value consists of
total revenue (i.e., revenue which is obtained either from satisfying demand or selling car-
bon) minus total transportation costs and carbon buying from the market. Constraints
(16) restrict carbon emissions while considering the ability to sell and buy carbon in
each scenario. Constraints (17) and (18) determine the domains of decision variables.
Hereafter, this model is considered as an approximate problem with uncertain demand
for the CCTP model.

Importantly, the CCP and COP models are similar to the CCTP model. The CCP
model is the same as the CCTP model, except those trade decisions (carbon buys
and sells) are ignored. In other words, carbon trading is not allowed in CCP (yb(ξ) =
0, ys(ξ) = 0). Additionally, the COP model is the same as CCTP model in which selling
carbon is not allowed (yb(ξ) ≥ 0, ys(ξ) = 0). To avoid overwhelming the context of the
paper, the related mathematical models are not provided.
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In the SAA method (with maximization objective function), samples are classified
into M classes (M = {b1, b2, ..., b|M |}) in which each class contains Q scenarios (bm =

{q1m, q2m, ..., q|Q|
m
}). In the first step, the SAA model for each M class of samples is

solved, and OFVm denotes the optimal associated objective value for m ∈M . Then, the
average of the optimal values is calculated for each class of samples, and an upper bound
is provided for the original problem (SAAUB). In the second step, several samples (Q′)
are generated so thatQ′ >> Q. Afterward, the first-stage decision variables (z̄k) are fixed
in the SAA model and solved based on the Q′ samples generated. The optimal objective
value for this problem provides a lower bound for the original problem (SAALB) (Shapiro
and Homem-de-Mello 1998).

4. Enhanced sample average approximation method (ESAA)

Emelogu et al. (2016) presented a stochastic facility location problem. The SAA was
used to determine the appropriate number of scenarios in their stochastic model. As
unsupervised machine learning algorithms, they used k-means, k-means ++, k-means ||,
and fuzzy c-means algorithms to cluster samples for the SAA method. Compared to the
classical SAA method without pre-processing, these clustering methods produce better
results. Consequently, in this paper, the k-means algorithm is used to cluster scenarios to
assist the SAA method named ESAA-I. Algorithm 1 gives a pseudo-code representation
of the k-means algorithm. For the SAA method, |M | dependent class of samples with
|Q| scenarios are needed. Hence, for each m ∈M class, samples are generated randomly
based on the simple sampling method. It is assumed that Ξ = {ξ1, ξ2, ..., ξω} shows the
set of samples, µb denotes the center of each cluster and tb represents the set of samples
belonging to each cluster.

Algorithm 1: k-means clustering algorithm

1 Ξ← a set of samples (scenarios), {ξ1, ξ2, ..., ξω};
2 q ← total number of clusters;
3 for m = 1 : M do
4 randomly generate the set of scenario Ξ (simple sample method based Monte

Carlo simulation);
5 randomly select q centers from ξω ∈ Ξ;
6 µb ← q clusters centers, b = 1, 2, ..., q;
7 tb ← set of samples belongs to the cluster b, b = 1, 2, ..., q;
8 repeat
9 assign each sample to its nearest cluster;

10 until centroids do not changed ;
11 calculate the mean of each cluster member as follows;

12 wqm
ij ← 1

|tb|
∑
j∈tb

ξj ,∀b;

13 end

The self-organizing map (SOM) algorithm was presented by Kohonen (1982). The
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training of the SOM algorithm consists of two repetitive phases: first, selecting the best
mapping unit (the best neural network neuron) to adapt to any of the input data, and
second, updating this mapping to provide the best representation and display of the
input data. The pseudo-code of the SOM clustering algorithm is presented in Algorithm
2. Hereafter, the SAA algorithm involving the use of the SOM method is named ESAA-
II.

Algorithm 2: Self-organizing map clustering algorithm

1 Ξ← a large set of samples (scenarios), {ξ1, ξ2, ..., ξω};
2 Λ← a set of neurons, {λ1, λ2, ..., λq};
3 for m = 1 : M do
4 randomly generate the set of scenario Ξ (simple sample method based Monte

Carlo simulation);
5 initialize Λ = {λ1, λ2, ..., λq}, randomly;
6 repeat
7 select ξ ∈ Ξ randomly;
8 find λ∗ such that d(ξ, λ∗) = min{d(ξ, λ)|λ ∈ Λ};
9 for all λ ∈ ω(λ∗) do

10 λ = λ+ γ(ξ − λ);
11 reduce learning rate γ;

12 end

13 until termination condition is true;
14 wqm

ij ← the mean of each neurons (clusters) members, λq ∈ Λ;

15 end

5. L-shaped algorithm

Benders decomposition algorithm was introduced by Benders (1962). The algorithm di-
vides the model into two detached problems named ‘sub’ and ‘master’. In mixed-integer
linear problems (MILPs), binary or integer variables should exist in the master problem,
while continuous variables should appear in the sub problem. Therefore, the sub prob-
lem is a linear programming (LP) model, while the master problem is either an integer
programming (IP) model or mixed-integer programming (MIP) model. In stochastic
problems, the first-stage decision variables and associated constraints are placed in the
master problem, while the second-stage decision variables and their associated con-
straints are found in the sub problem.

Increasing the number of scenarios reduces the performance of the classic Benders de-
composition algorithm. In the proposed models, the most computational time is spent
solving the sub problem instead of the master problem. There is, therefore, a need for
specific accelerating techniques and variable fixing methods to enhance the performance
of the Benders decomposition algorithm. The decomposition of stochastic scenario-based
problems into Q dependent problems can be achieved by fixing the first-stage decision
variables in the model. As a result, the sub problem can be divided into Q sub-models,
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resulting in an algorithm called the L-shaped algorithm. Furthermore, the |Q| optimal-
ity cut is applied to the master problem in each iteration. Magnanti and Wong (1981)
presented an accelerating technique that generates a stronger optimality cut called the
‘Pareto-optimal cut’. In this method, the optimality cut of the dual of the multiple sub
problem solutions is selected, leading to a better upper bound (in maximization prob-
lems). Consequently, the algorithm converges to the optimal solution in fewer iterations.
A disadvantage of this method is that it involves solving an additional problem, which
leads to a longer computation time. Papadakos (2008) modified the Pareto model and
proposed a method that solved it more efficiently and in a shorter amount of time. In
this paper, the L-shaped algorithm is implemented to solve the proposed models and
the Pareto-optimal cut Benders decomposition algorithm is not used.

5.1. Applying L-shaped algorithm for the CTP model

First, the sub problem of the CTP model is presented. In this problem, continuous
decision variables such as xklq

ij and vqk, along with their associated constraints, are con-
sidered. Let zuk be the solution of the first-stage decision variables in iteration u ∈ U .
The sub problem of the CTP model is presented as follows:

MaxZ =
∑
q∈Q

∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

(rij − cklij − π(etik + etkl + etlj))w
q
ijx

klq
ij − π

∑
k∈H

ekv
q
k


(19)

Subject to:
Constraints (8), (10), (12), (13)

∑
l∈H

xklq
ij +

∑
l∈H,l ̸=k

xlkq
ij ≤ zuk ∀i, j ∈ N, k ∈ H, q ∈ Q (20)

∑
i∈N

∑
j∈N

∑
l∈H

wq
ijx

klq
ij +

∑
i∈N

∑
j∈N

∑
l∈H,l ̸=k

wq
ijx

lkq
ij ≤ Γkz

u
k ∀k ∈ H, q ∈ Q (21)

It is assumed that aqij , θ
q
k, g

kq
ij , and µq

k are dual variables of constraints (8), (10), (20)
and (21), respectively. The dual of sub problem can be written as follows:

MinZ =
∑
i∈N

∑
j∈N

∑
q∈Q

aqij +
∑
i∈N

∑
j∈N

∑
k∈H

∑
q∈Q

zukg
kq
ij +

∑
k∈H

∑
q∈Q

Γkz
u
kµ

q
k (22)
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Subject to: aqij + gkqij + glqij
+wq

ijµ
q
k + wq

ijµ
q
l

+wq
ijθ

q
k + wq

ijθ
q
l

 ≥ (
(rij − cklij )w

q
ij

−πwq
ij(etik + etkl + etlj)

)
∀i, j ∈ N, k, l ∈ H, q ∈ Q, k ̸= l

(23)(
aqij + gkqij
+wq

ijµ
q
k + wq

ijθ
q
k

)
≥

(
(rij − (dik + dkj))w

q
ij

−πwq
ij(etik + etkj)

)
∀i, j ∈ N, k ∈ H, q ∈ Q

(24)

− θqk ≥ −πek ∀k ∈ H, q ∈ Q (25)

aqij ≥ 0 ∀i, j ∈ N, q ∈ Q (26)

gkqij ≥ 0 ∀i, j ∈ N, k ∈ H, q ∈ Q

(27)

θqk ≥ 0 ∀k ∈ H, q ∈ Q (28)

µq
k ≥ 0 ∀k ∈ H, q ∈ Q (29)

Constraints (23) and (24) represents using exactly two and one hubs in the network,

respectively. Given aquij , g
kqu
ij , and µqu

k as the dual of the sub problem solutions in itera-
tion u ∈ U , the master problem of the CTP model can be written as follows:

MaxZ = −
∑
k∈H

fkzk +
1

|Q|
∑
q∈Q

ηq (30)

Subject to:

ηq ≤
∑
i∈N

∑
j∈N

aquij +
∑
i∈N

∑
j∈N

∑
k∈H

zkg
kqu
ij +

∑
k∈H

Γkzkµ
qu
k ∀q ∈ Q, u ∈ U (31)

zk ∈ {0, 1} ∀k ∈ H (32)

Constraints (31) represent the optimality cuts added in each iteration to the master
problem based on the dual sub problem solutions.

5.2. Applying the L-shaped algorithm for the CCTP model

In the CCTP model, the second-stage decision variables such as xklq
ij , vqk, yb

q and ysq

and their associated constraints exist in the sub problem. The sub problem of the CCTP
model can be expressed as follows:
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MaxZ =

∑
q∈Q

∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

(rij − cklij )w
q
ijx

klq
ij − Cb× ybq + Cs× ysq

 (33)

Subject to:
Constraints (8), (10), (12), (13), (16)-(18), (20), (21)

It is assumed that τq is the dual variable associated with the constraints (16). Other
dual variables for the sub problem constraints are presented in the previous section. The
dual of the sub problem for the CCTP model is presented below:

MinZ =
∑
i∈N

∑
j∈N

∑
q∈Q

aqij +
∑
i∈N

∑
j∈N

∑
k∈H

∑
q∈Q

zukg
kq
ij +

∑
k∈H

∑
q∈Q

Γkz
u
kµ

q
k +

∑
q∈Q

MC × τq

(34)

Subject to:
Constraints (26)-(29) aqij + gkqij + glqij + wq

ijθ
q
k+

wq
ijθ

q
l + wq

ijµ
q
k + wq

ijµ
q
l+

wq
ij(etik + etkl + etlj)τq

 ≥ (rij − cklij )w
q
ij ∀i, j ∈ N, k, l ∈ H, q ∈ Q, k ̸= l

(35)(
aqij + gkqij + wq

ijθ
q
k+

wq
ijµ

q
k + wq

ij(etik + etkj)τq

)
≥

(
rijw

q
ij − wq

ijdik
−wq

ijdkj

)
∀i, j ∈ N, k ∈ H, q ∈ Q (36)

ekτq − θqk ≥ 0 ∀k ∈ H, q ∈ Q (37)

τq ≥ Cs ∀k ∈ H, q ∈ Q (38)

− τq ≥ −Cb ∀k ∈ H, q ∈ Q (39)

τq ≥ 0 ∀q ∈ Q (40)

Given τuq as the dual of the sub problem solution in iteration u ∈ U , the master
problem of the CCTP model is stated as follows:

MaxZ = −
∑
k∈H

fkzk +
1

|Q|
∑
q∈Q

ηq (41)
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Subject to:

ηq ≤
∑
i∈N

∑
j∈N

aquij +
∑
i∈N

∑
j∈N

∑
k∈H

zkg
kqu
ij +

∑
k∈H

Γkzkµ
qu
k +MC × τuq ∀q ∈ Q, u ∈ U

(42)

zk ∈ {0, 1} ∀k ∈ H (43)

Constraints (42) are the optimality cuts added in each iteration of the L-shaped
algorithm to the master problem. Due to the similarities between CCTP, CCP, and
COP, and to prevent excessive model definitions, the sub and master problems of CCP
and COP are not discussed.

Algorithm 3 shows the pseudo-code of the L-shaped algorithm augmented with the
ESAA-I and ESAA-II methods. Because the pseudo-codes for both models (CTP and
CCTP) are very similar, only the pseudo-code for CTP is provided to keep the paper
concise. The L-shaped algorithm is an iterative method; accordingly, first, the dual of the
sub problem is solved for each scenario with an initial value for the first-stage decision
variables. Then, the lower bound is calculated according to the dual of the sub problem
objective functions plus the cost of hub establishment. In each iteration, the solutions
obtained from the dual sub problem will add Q optimality cuts to the master problem.
The objective function of the master problem gives an upper bound to the original
optimal solution. This iterative procedure is continued until convergence is achieved
(i.e., the difference between upper and lower bounds is less than the upsilon). The sub
problem of the proposed models is always feasible; therefore, there is no need for any
feasibility cuts for the master problem.

5.3. Variable fixing

The L-shaped algorithm can be sped up, and the number of iterations required to
achieve convergence is reduced by variable fixing. Contreras et al. (2011a) presented
variable fixing in an uncapacitated HLP to solve large-scale instances, where the sizes
of the sub and master problems are reduced by taking advantage of the information
realized during the inner iterations of the Benders decomposition algorithm.

Two variable fixing strategies are used in this paper to speed up the L-shaped al-
gorithm. In the first strategy, the LP relaxation of the master problem (MP) is solved
in each iteration of the L-shaped algorithm. Let MPu

LP represent the LP relaxation of
MP in iteration u, and OBu

LP its optimal objective function value; furthermore, let rck
represent the reduced cost of zk variables. LB is assumed to be a lower bound on the
optimal solution value of MP. If in an optimal solution of MPu

LP , zk becomes a non-basic
variable and OBu

LB + rck < LB, then zk cannot be opened as a hub facility. Therefore,
the associated nodes can be removed from the set of hub nodes in the subsequent itera-
tions of the L-shaped algorithm. Furthermore, the corresponding decision variables and
constraints are removed from both the sub and master problems.

In the second variable fixing strategy, a set of hubs E ⊂ H is proven not to be opened
in an optimal solution, so these nodes are removed from the set H. It is assumed that
MPu(E) represents MP in iteration u by considering the set E ⊂ H as potential hub

20

Page 23 of 46

URL: https://mc.manuscriptcentral.com/ors-jors Email: TJOR-peerreview@journals.tandf.co.uk

Journal of the Operational Research Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review Only

Algorithm 3: ESAA-I and II methods augmented with the L-shaped algorithm
for the CTP model

1 Go to algorithm 1 for the ESAA-I or algorithm 2 for the ESAA-II;
2 for m = 1 : M do
3 LB ← −∞;
4 UB ← +∞;
5 u← 1;
6 zuk ← z̄k initial random solution;
7 wq

ij ← wqm
ij ;

8 LBcurrentq ← 0;
9 while UB - LB > ε do

10 for q = 1 : |Q| do
11 Step 1: Solve the dual of sub problem and obtain (aquij , g

kqu
ij , µqu

k );

12 LBcurrentq ←
∑
i∈N

∑
j∈N

aquij +
∑
i∈N

∑
j∈N

∑
k∈H

zukg
kqu
ij +

∑
k∈H

Γkz
u
kµ

qu
k ;

13 end

14 LB ← max{LB, 1
|Q|

∑
q∈Q

LBcurrentq −
∑
k∈H

fkz
u
k};

15 Step 2: Add constraints (31) as optimality cuts in the master problem;
16 Step 3: Solve master problem;

17 UB ← −
∑
k∈H

fkz̄k +
1

|Q|
∑
q∈Q

η̄q;

18 u← u+ 1;
19 zuk ← z̄k;

20 end
21 zmm

k ← z̄k;
22 OFVm ← UB;

23 end

24 SAAUB ←
∑

m∈M

OFVm/|M |;

25 V arUB ← 1
|M |(|M |−1)

∑
m∈M

(OFVm − SAAUB)
2
;

26 z̄k ← a random feasible solution (first-stage decision variables);
27 for q′ = 1 : |Q′| do
28 Step 4: Solve SAA model for each Q′ scenario;
29 OFV Nq′ ←∑

i∈N

∑
j∈N

∑
k∈H

∑
l∈H

(rij − cklij − π(etik + etkl + etlj))w
q′

ij x̄
klq′

ij −
∑
k∈H

πekv̄
q′

k

∀q′ ∈ Q′;

30 end

31 SAALB ← −
∑
k∈H

fkz̄k +
1

|Q′|
∑

q′∈Q′
OFV Nq′ ;

32 V arLB ← 1
|Q′|(|Q′|−1)

∑
q′∈Q′

(OFV Nq′ − SAALB);

33 Gap← SAAUB−SAALB

SAAUB
;

34 Gapvar ← V arLB + V arUB;
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nodes. Additionally to the MP constraints, a new constraint (
∑

k∈E zk ≥ 1) is considered
for the MPu(E) problem, and OBu(E) represents its optimal objective function value.
Like the first variable fixing method, let LB be a lower bound on the optimal value of
the master problem. Furthermore, MPu(E) gives a lower bound for MP in iteration u
(MPu). The potential hub nodes E are closed in an optimal solution if OBu(E) < LB.
In other words, the hub nodes E and their associated variables and constraints are
eliminated from the subsequent iterations of the L-shaped algorithm. To improve the
performance of the variable fixing strategy, the set E should be taken into account
properly since, in earlier iterations of the L-shaped algorithm, non-optimal hubs are
eliminated. For this purpose, the ratio of hub establishment costs to their capacities is
calculated and sorted in descending order. Nodes with a smaller ratio value (bottom of
the list) have a higher potential to become hubs. Because of the time-consuming nature
of this variable fixing strategy, only %80 of the top list is considered for set E. The
hubs obtained from solving the MP in iteration u and nodes from the first variable
fixing strategy are discarded from the set E. The MPu(E) model is then solved, and
if the second test condition is unsuccessful, the open hubs obtained from this model
are excluded from the set E. After several iterations of the L-shaped algorithm, set
E becomes empty and should be reinitialized due to the discarding of open hubs or a
successful test. In this case, the hubs (which are discarded from the set E according to
the successful tests in the previous iterations) are not taken into account in the new set.

6. Computational experiments

In this section, several tests are provided to assess the performance of the proposed
models. In this regard, a well-known set of instances, such as the Australian Post (AP)
data set, widely used in HLPs, was employed for analysis (Ernst and Krishnamoorthy
1996). The AP data set consists of several items, such as origin-destination flows and
the distances between nodes. In addition, it contains two sets of hub establishment costs
and hub capacities, which are referred to as loose (L) and tight (T). A tight capacity
instance has fewer available capacity options than a loose capacity instance. The hub
establishment cost is higher in instances with tight installation costs than in instances
with loose installation costs. Due to the revenue elasticity of demand and the price of
shipping a parcel based on its size and the distance between origin-destination pairs,
the revenue per unit demand is determined by the distance and flow volume being
transferred. Hence, revenues for each origin-destination pair are randomly generated

based on the following equation rij = φ̄
dij

wij
, where φ̄ ∼ U [40, 50] (Taherkhani et al.

2020).
Carbon is priced on the carbon market, which fluctuates instantly based on several

conditions. Therefore, the trend in carbon prices for the past year in Australia has been
reviewed according to the Carbon Credits. (n.d.), and its average has been used for
further analysis. In the past year, the carbon price has ranged from $17 to $55. Hence,
the price of carbon was assumed as $33.25 for carbon trading schemes (π = Cb = Cs =
$33.25). The carbon emission data for the transportation sector were extracted from
the EcoTransIT World. (n.d.). Hub facilities can be categorized as logistics sites that
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connect transport chains. Logistics sites refer to any hubs that combine different origin-
destination pairs or start or end transportation chains. As a result of the data provided
by Dobers et al. (2018), the carbon emission per unit flow is calculated as 0.0054 per ton.
Regarding the economy of scale property, the value of α is to be from {0.3, 0.5, 0.8}. In
stochastic models, the demand probability distribution was assumed to follow a normal
distribution (wq

ij ∼ N(wij , (τwij)
2)), in which τ represents the coefficient of variation

value and considered equal 0.5 (τ = 0.5).
The number of input samples for the k-means and SOM algorithms were considered

6,000 and 30,000 samples, respectively. Notably, these samples were taken into account
for k-means and SOM methods as a result of their computation time and their per-
formances. Moreover, |Q′| = 10, 000 scenarios were considered for SAA problems. The
proposed models and algorithms (L-shaped algorithm and SAA) were coded in GAMS
software. Additionally, the k-means clustering algorithm and the SOM method were
coded in MATLAB software, which ran on a system with the following specs: Intel Core
i7 with 3.7 GHz CPU and 32 GB of RAM. Notably, the dual sub problem in the L-
shaped algorithm was solved by the OSIXPRESS solver. This solver is used because it
solves LP models more quickly than CPLEX. To reduce the number of tables, evalua-
tions have been done for loose capacities in Sections 6.1 and 6.2, while both loose and
tight capacities have been analyzed in Section 6.3.

6.1. Performance analysis of the L-shaped algorithm with variable fixing
strategy

In this section, several tests are developed to evaluate the performance of the commercial
solver (CPLEX) and L-shaped algorithm. The algorithms are evaluated based on the
solution quality and the computational time. In this section, scenarios are generated
using the SOM method only and the same scenarios are used for both the CPLEX solver
and the L-shaped algorithm. It is assumed that |M | = 1 and samples are clustered into
q clusters.

First, the performance of variable fixing strategies is evaluated in the L-shaped al-
gorithm. Table 2 shows the results for the CTP model with different instances. In the
L-shaped algorithm, variable fixing was able to solve problems in a reasonable com-
puting time and with fewer iterations than without using them. Therefore, for further
analysis, variable fixing will be used in the L-shaped algorithm.

Table 3 shows the comparison between methods in solving the CTP and CCTP mod-
els. For the analysis, several sets of AP instances (N) and scenarios (S) were considered.
Hence, the number of nodes to be from |N | ∈ {10, 20, 25, 40, 50, 60, 70}, while the num-
ber of scenarios is different from 40 to 70 nodes instances compared to other instances
(e.g., 10, 20, and 25 node instances). Notably, CPU time (second) was increased by
increasing the number of scenarios and nodes. Therefore, selecting a larger number of
scenarios requires more execution time and is not cost-effective. Mentioned methods
were compared based on CPU time (in seconds) and the number of iterations for the
CTP and CCTP models. As soon as the commercial solver (CPLEX) or the L-shaped
algorithm run out of memory, “Memory” appears in the “CPU time (s)” column. The
CPLEX solver was not capable of solving certain instances and ended up with “out of
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Table 2. Evaluation of variable fixing in the CTP model for AP |N |LL instances and α = 0.8

With Variable fixing Without variable fixing

|N | |S| CPU time (s) Iteration CPU time (s) Iteration
20 10 16.69 17 19.27 28

20 40.35 24 72.23 31
30 63.62 28 134.87 39
40 63.62 21 147.67 32
50 85.81 21 236.12 41

25 10 45.04 22 197.43 64
20 95.40 22 323.34 53
30 138.20 22 499.41 55
40 185.25 22 585.49 48
50 230.82 24 1,132.40 73

40 5 178.36 26 1,304.75 113
10 369.72 28 3,004.91 121
15 836.72 28 4,697.05 127
20 1,178.36 27 6,523.73 136
25 1,735.27 28 8,067.82 140

Average 350.88 24.00 1,796.43 73.40

memory”. Even for a lower number of scenarios (e.g., for 5 or 10) in AP 40LL, 50LL,
60LL, and 70LL instances, the commercial solver cannot find any feasible solution. In
smaller instances (10LL and 20LL), CPLEX showed better results according to CPU
time (s). The results showed the superiority of the L-shaped algorithm compared to the
CPLEX when the size of the nodes and scenarios are increased. Therefore, the L-shaped
algorithm is used to solve the SAA-based models in further analysis.

6.2. Carbon regulations analysis

To control carbon emissions, governments attempt to impose carbon regulations on
different companies of transportation businesses. Accordingly, given different politics,
each country may apply a different carbon policy compared to other nations. Table 4
for the AP 50LL instance contains the results of the stochastic CTP model with the
different ranges of price per ton ($0, $10, ..., $80), and discount factor (0.3, 0.5, 0.8). The
SOM method is used in this section to generate scenarios for the stochastic model where
only one class of samples is considered (|M | = 1). In addition, the L-shaped algorithm
is employed to solve the stochastic models.

The “emission components” column gives the carbon emissions from hub facilities and
transportation sectors, while the “overall emission” column shows the total emissions.
The “% satisfied demand” column gives the percentage of demand satisfied through the
hub network. The “profit” column contains the net profit resulting from the proposed
problems. Finally, the last column represents the nodes that are selected as hubs. Results
showed that raising the discount factor resulted in fewer established hubs and decreased
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Table 3. Comparison between commercial solver and the L-shaped algorithm for two carbon
policies, AP |N |LL instances and α = 0.8

CTP CCTP

|N | |S| CPU time (s) Iteration CPU time (s) Iteration

CPLEX L-shaped CPLEX L-shaped
10 10 0.58 2.22 5 0.64 0.78 4

20 1.08 1.47 6 1.12 1.16 4
30 1.52 1.79 5 1.70 2.02 6
40 1.72 2.30 5 2.40 2.13 4
50 4.14 2.72 5 3.13 3.44 5

20 10 10.69 16.69 17 14.67 18.09 21
20 36.91 40.35 24 46.65 37.07 21
30 56.92 63.62 28 89.84 50.87 17
40 90.72 63.62 21 115.32 76.64 24
50 79.61 85.81 21 Memory 41.60 20

25 10 47.36 45.04 22 61.47 60.18 16
20 130.63 95.40 22 178.10 129.37 26
30 252.61 138.20 22 255.79 167.52 27
40 455.84 185.25 22 638.06 210.72 23
50 640.56 230.82 24 Memory 246.74 18

40 5 477.72 178.36 26 Memory 261.11 34
10 Memory 369.72 28 Memory 399.80 28
15 Memory 836.72 28 Memory 913.85 31
20 Memory 1,178.36 27 Memory 1,096.64 29
25 Memory 1,735.27 28 Memory 1,827.36 28

50 5 Memory 586.74 36 Memory 544.12 39
10 Memory 1,056.13 34 Memory 1,046.95 41
15 Memory 1,642.86 36 Memory 1,452.86 38
20 Memory 2,288.29 38 Memory 2,067.65 38
25 Memory 3,051.05 37 Memory 2,811.77 37

60 5 Memory 1,195.85 32 Memory 1,128.34 28
10 Memory 1,997.86 30 Memory 2,031.01 26
15 Memory 3,042.47 33 Memory 3,159.35 27
20 Memory 4,536.74 32 Memory 4,386.69 28
25 Memory 5,247.89 32 Memory 5,190.36 28

70 5 Memory 2,056.78 21 Memory 2,136.24 25
10 Memory 4,326.22 25 Memory 4,453.04 29
15 Memory 6,993.03 32 Memory 6,835.96 28
20 Memory 8,021.42 28 Memory 7,904.08 28
25 Memory 10,078.19 31 Memory 10,894.82 30

Average 1,754.15 24.66 1,759.72 24.69
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net profit, while the percentage of satisfied demand remained constant or decreased. In
addition, by raising the discount factor without a specific trend, the overall emission
increases or decreases. The increase in carbon price also reduces overall emissions, the
percentage of satisfying demand, and the net profit. CTP charges significant financial
distress to firms to achieve target carbon emissions.

Table 5 shows the results of the stochastic CCTP model for the AP 50LL instance.
The analyses were conducted using different discount factors and the maximum allowed
carbon emission. The “% carbon” column represents the maximum percentage of carbon
that can be emitted. In addition, the column labeled “MC” gives the maximum amount
of carbon in a ton. In this case, a CTP model with a carbon price of $0 is used; the
MC parameter is a percentage of the overall emissions of the CTP model. Furthermore,
the “CB” and “CS” columns indicate the amount of carbon bought or sold on the
trade market. Lastly, the other columns are similar to the previous CTP table. When
the discount factor is equal to 0.3 and “% carbon” is between 80 and 100, the overall
emission is constant and equal to 32,571.22. In other words, the demand is not satisfied
entirely, and carbon is sold in the market. However, when “% carbon” is between 10
and 70, carbon is bought from the market. For all ranges of MC, the overall carbon
emissions are constant regardless of the discount factor {0.3, 0.5, 0.8}. Moreover, profit
is reduced by increasing the discount factor and decreasing MC.

Similarly, Tables C1 and C2 present the results for the CCP and COP models, re-
spectively in Appendix C. In the CCP model, there is no column for buying or selling
carbon; in the COP model, there is a buying column. According to Table C1, decreasing
the amount of MC resulted in a lower amount of overall emission, percentage of satis-
fying demand, and net profit. Table C2 indicates that when “% carbon” is between 10
and 70, carbon was purchased on the market. By decreasing the MC, the percentage
of satisfied demand and the net profit also decreased. The reduction in profit for the
CTP model is much more than for the CCTP one. The CCTP model provides higher
profits and benefits for companies, but customer satisfaction decreases as a result of
unfulfilled demand. Compared to other models, the CCP model reduces demand and
carbon emissions the most. Comparisons based on parameters such as carbon price or
MC may not make a lot of sense; nevertheless, different countries use different policies,
and companies can exploit analyses based on carbon policies.
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6.3. Analyzing the performance of the ESAA

For further analysis, one of the SAA, ESAA-I, and ESAA-II methods were required, as
well as a proper value for M and Q. Table 6 shows the results of the SAA and ESAA
variations for the AP 20LL instances. The “% gap” column indicates the percentage
difference between the lower and upper bounds of the approximated models, calculated
by (SAAUB − SAALB)/SAAUB. Furthermore, the “LB” and “UB” columns represent
the lower and upper bounds, respectively, of the absolute standard deviations (ASD).
Finally, the “CPU time” column gives the computational time (in seconds) for each
technique. The “k-means”, “Opt”, and “Total” columns represent the CPU time for
pre-processing (k-means method), optimization phase, and total time, respectively. The
“SOM” column indicates the CPU time for pre-processing phase (SOM method).

According to the results, the absolute standard deviation value of the UB is decreased
by increasing the number of classes and scenarios. In light of the values reported in the
UB columns, the results indicated the superiority of the ESAA-II compared to other
variations. Specifically, the UB average is 395.07, 65.12, and 4.75 for the SAA, ESAA-I,
and ESAA-II, respectively. Additionally, the gap percentage for the ESAA-II is generally
better than the other two. In addition, the computational time of ESAA-I and ESAA-II
techniques includes the CPU time required for the optimization phase as well as the time
needed for the k-means and SOM procedures. Results show that the ESAA-II is faster
than the ESAA-I, while slightly slower than the SAA. The ESAA-II algorithm performs
better in clustered samples than the ESAA-I method, which can be discussed from two
perspectives. SOM clusters the objects more quickly than the k-means algorithm, and
2) increasing the sample size reduced the capability of the k-means algorithm, while the
SOM clustering method showed superior performance. Based on the results presented in
Table 6 (% gap, absolute standard deviation, and CPU time (s)), ESAA-II is considered
for further analysis over large-scale instances. Moreover, |M | = 20 and |Q| = 20 were
chosen for further analysis.
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Table 7 shows the quality of the ESAA-II solution compared to the EVP for the
CTP and CCTP models and various AP instances. In this table, the column labeled
“EVP” gives the optimal solution value for the expected value model. In other words,
the deterministic model was solved using the expected value for demand parameters.
In addition, sub-columns “LB” and “UB” for the “ESAA-II” column represent the
approximate lower and upper bound solution values for the ESAA-II models. The “EVP
gap” column displays the percentage gap for the expected value model. The “% gap”
column indicates the difference between the lower and upper bounds of the approximated
models. In addition, sub-columns represented by LB and UB for the ASD column give
the lower and upper bounds for the absolute standard deviation, respectively, in ESAA-
II models. The “CPU time” column displays the computational time (in seconds) for
the ESAA-II model. Finally, the last column, “hub configuration,” represents the hubs
that have been opened in ESAA-II. The results confirm the superiority of the ESAA-II
method over that of the EVP method. When the LT instances are considered, the hubs
have changed compared to the LL instances. However, in 25 nodes the hubs have not
changed. Due to the smaller capacity of LT instances, profit has also decreased compared
to LL instances. Table C3 compares the quality of the ESAA-II solution to the EVP for
the COP and CCP models and various AP instances in Appendix C.
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7. Conclusion

It is necessary for countries to expand their transportation infrastructure to achieve eco-
nomic development, but this causes environmental problems such as carbon emissions. A
variety of carbon policies and regulations were presented in this paper to control carbon
emissions for profit-maximizing HLPs, such as carbon tax, carbon cap, carbon cap-and-
trade, and carbon offset. Additionally, in the proposed models, two-stage scenario-based
stochastic programming was used to address uncertain demand. In stochastic program-
ming problems, the main challenge is to include the probability distribution of the un-
certain parameters correctly. Therefore, the ESAA method was employed to obtain the
number of samples with a good percentage of gap and standard deviation. ESAA-I and
ESAA-II were presented as relevant to k-means clustering algorithms and SOM clus-
tering algorithms within the SAA method. Furthermore, the L-shaped algorithm was
employed to solve the proposed models more efficiently. In order to solve the L-shaped
algorithm more effectively, several variable fixing methods were introduced. The main
findings of this research are summarized below: 1) Governments can use the results of
the entire carbon policies to reduce overall carbon emissions. 2) CCTP was more cost-
effective compared to the other carbon policies. 3) Compared to the classical SAA and
ESAA-I, a SOM inside the ESAA (ESAA-II) produced better results. 4) It was found
that the L-shaped algorithm (multi-cut scheme) had better results than the commercial
solver (CPLEX). 5) The value of inter-hub flow discount factors had the opposite effect
on the number of hub facilities. Future studies can focus on modeling carbon regulations
for the HLPs with multi-commodity and multi-vehicles, in which several vehicles can
be employed between each allocation link. The uncertainty of other parameters such as
transportation costs, carbons, hub capacities, hub establishment costs, revenue, etc can
be taken into account for future studies. Additionally, the economy of scale discount
factor can be considered dependent on flows to make the problem more real.
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Oliveira, F.A., de Sá, E.M., & de Souza, S.R. (2022). “Benders decomposition applied to profit
maximizing hub location problem with incomplete hub network.” Computers & Operations
Research 142, 105715. https://doi.org/10.1016/j.cor.2022.105715

Pan, X., Li, M., Xu, H., Guo, S., Guo, R., & Lee, C. T. (2021). “Simulation on the effectiveness
of carbon emission trading policy: A system dynamics approach.” Journal of the Operational
Research Society 72 (7), 1447–1460. https://doi.org/10.1080/01605682.2020.1740623

Papadakos, N. (2008). “Practical enhancements to the Magnanti–Wong method.” Operations
Research Letters 36 (4), 444 – 449. https://doi.org/10.1016/j.orl.2008.01.005

Parsa, M., Nookabadi, A. S., Flapper, S. D., & Atan, Z. (2019). “Green hub-and-spoke
network design for aviation industry.” Journal of Cleaner Production 229, 1377–1396.
https://doi.org/10.1016/j.jclepro.2019.04.188

Pearce, R. H., & Forbes, M. (2019). “Disaggregated benders decomposition for solving a net-
work maintenance scheduling problem.” Journal of the Operational Research Society 70 (6),
941–953. https://doi.org/10.1080/01605682.2018.1471374

Peker, M., & Kara, B. Y. (2015). “The P-Hub maximal covering problem and extensions for
gradual decay functions.” Omega 54, 158–172. https://doi.org/10.1016/j.omega.2015.01.009

Rahmati, R., Bashiri, M., Nikzad, E., & Siadat, A. (2021). “A two-stage robust hub location
problem with accelerated Benders decomposition algorithm.” International Journal of Pro-
duction Research 0 (0), 1–23. https://doi.org/10.1080/00207543.2021.1953179

Rahmati, R., & Neghabi, H. (2021). “Adjustable robust balanced hub location problem
with uncertain transportation cost.” Computational and Applied Mathematics 40 (1).
https://doi.org/10.1007/s40314-020-01405-2

Rostami, B., Kämmerling, N., Naoum-Sawaya, J., Buchheim, C., & Clausen, U. (2021).
“Stochastic single-allocation hub location.” European Journal of Operational Research 289

36

Page 39 of 46

URL: https://mc.manuscriptcentral.com/ors-jors Email: TJOR-peerreview@journals.tandf.co.uk

Journal of the Operational Research Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review Only

(3), 1087–1106. https://doi.org/10.1016/j.ejor.2020.07.051
Sadeghi, M., Jolai, F., Tavakkoli-Moghaddam, R., & Rahimi, Y. (2015). “A new stochastic ap-

proach for a reliable p-hub covering location problem.” Computers & Industrial Engineering
90, 371–380. https://doi.org/10.1016/j.cie.2015.10.003

Shang, X., Yang, K., Jia, B., & Gao, Z. (2021). “The stochastic multi-modal hub location problem
with direct link strategy and multiple capacity levels for cargo delivery systems.” Transport-
metrica A: Transport Science 17 (4), 380–410. https://doi.org/10.1080/23249935.2020.1776787

Shapiro, A., & Homem-de-Mello, T. (1998). “A simulation-based approach to two-
stage stochastic programming with recourse.” Mathematical Programming 81, 301–325.
https://doi.org/10.1007/BF01580086

Sherafati, M., Bashiri, M., Tavakkoli-Moghaddam, R., & Pishvaee, M. S. (2020). “Achiev-
ing sustainable development of supply chain by incorporating various carbon regulatory
mechanisms.” Transportation Research Part D: Transport and Environment 81, 102253.
https://doi.org/10.1016/j.trd.2020.102253

Song, Y., Maher, T. E., Nicholson, J. D., & Gurney, N. P. (2000). “Strategic alliances in logistics
outsourcing.” Asia Pacific Journal of Marketing and Logistics.

Soyster, A. L. (1973). “Technical Note—Convex Programming with Set-Inclusive Constraints
and Applications to Inexact Linear Programming.” Operations Research 21 (5), 1154–1157.
https://doi.org/10.1287/opre.21.5.1154

Taherkhani, G., & Alumur, S. A. (2019). “Profit maximizing hub location problems.” Omega 86,
1–15. https://doi.org/10.1016/j.omega.2018.05.016

Taherkhani, G., Alumur, S. A., & Hosseini, M. (2020). “Benders Decomposition for the Profit
Maximizing Capacitated Hub Location Problem with Multiple Demand Classes.” Transporta-
tion Science 54 (6), 1446–1470. https://doi.org/10.1287/trsc.2020.1003

Taherkhani, G., Alumur, S. A., & Hosseini, M. (2021). “Robust Stochastic Models for
Profit-Maximizing Hub Location Problems.” Transportation Science 55 (6), 1322–1350.
https://doi.org/10.1287/trsc.2021.1064

Tanksale, A., & Jha, J. K. (2020). “Benders decomposition approach with heuristic improvements
for the robust foodgrain supply network design problem.” Journal of the Operational Research
Society 71 (1), 16–36. https://doi.org/10.1080/01605682.2018.1525472

Tian, Y., Sun, M., Wan, L., & Hang, X. (2020). “Environmental Impact Analy-
sis of Hub-and-Spoke Network Operation.” Discrete Dynamics in Nature and Society.
https://doi.org/10.1155/2020/3682127

WORLD BANK GROUP. n.d. “Carbon Pricing Dashboard.” Retrieved June 5, 2022, from
https://carbonpricingdashboard.worldbank.org/

Yin, F., Chen, Y., Song, F., & Liu, Y. (2019). “A new distributionally robust p-hub median
problem with uncertain carbon emissions and its tractable approximation method.” Applied
Mathematical Modelling 74, 668–693. https://doi.org/10.1016/j.apm.2019.04.056

Yin, F., Liu, Y., & Chen, Y. (2022). “Distributionally robust optimisation model for multi-
objective hub location problem via considering ambiguousness.” Transportmetrica A: Trans-
port Science 0, 1-31. https://doi.org/10.1080/23249935.2022.2094494

Zhalechian, M., Tavakkoli-Moghaddam, R., Rahimi, Y., & Jolai, F. (2017). “An in-
teractive possibilistic programming approach for a multi-objective hub location prob-
lem: Economic and environmental design.” Applied Soft Computing 52, 699–713.
https://doi.org/10.1016/j.asoc.2016.10.002

Zhang, H., Yang, K., Gao, Y., & Yang, L. (2022). “Accelerating Benders decomposition for
stochastic incomplete multimodal hub location problem in many-to-many transportation
and distribution systems.” International Journal of Production Economics 248, 108493.
https://doi.org/10.1016/j.ijpe.2022.108493

37

Page 40 of 46

URL: https://mc.manuscriptcentral.com/ors-jors Email: TJOR-peerreview@journals.tandf.co.uk

Journal of the Operational Research Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review Only

Zhen, L., Sun, Q., Zhang, W., Wang, K., & Yi, W. (2021). “Column generation for low carbon
berth allocation under uncertainty.” Journal of the Operational Research Society 72 (10),
2225–2240. https://doi.org/10.1080/01605682.2020.1776168

38

Page 41 of 46

URL: https://mc.manuscriptcentral.com/ors-jors Email: TJOR-peerreview@journals.tandf.co.uk

Journal of the Operational Research Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review Only

Appendix A SAA method for the stochastic CTP model

The mathematical model of the two-stage stochastic CTP model can be written as
follows:

MaxZ = −
∑
k∈H

fkzk + Eξ


∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

(rij − cklij )wij(ξ)x
kl
ij (ξ)− π

∑
k∈H

ekvk(ξ)

−π
∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

wij(ξ)× xkl
ij (ξ)× (etik + etkl + etlj)


(A1)

Subject to:
Constraints (2)-(6)

∑
i∈N

∑
j∈N

∑
l∈H

wij(ξ)x
kl
ij (ξ) +

∑
i∈N

∑
j∈N

∑
l∈H,l ̸=k

wij(ξ)x
lk
ij (ξ) ≤ vk(ξ) ∀k ∈ H, ξ ∈ Ξ (A2)

vk(ξ) ≥ 0 ∀k ∈ H, ξ ∈ Ξ (A3)

The main challenge of stochastic programming lies in the expected value term in the
objective function (A1) of the CTP model. To address this issue, the SAA method is
deployed, in which a set of Q random scenarios is generated based on the probability
distribution of the uncertain parameters. The second-stage expectation related to the
CTP model

Eξ


∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

(rij − cklij )wij(ξ)x
kl
ij (ξ)− π

∑
k∈H

ekvk(ξ)

−π
∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

wij(ξ)× xkl
ij (ξ)× (etik + etkl + etlj)


is approximated by the sampling function

1

|Q|
∑
q∈Q

∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

(rij − cklij − π(etik + etkl + etlj))w
q
ijx

klq
ij − π

∑
k∈H

ekv
q
k



Appendix B SAA method for the CCTP model

The mathematical model of the two-stage stochastic CCTP model can be written as
follows:
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MaxZ = −

∑
k∈H

fkzk + Eξ

 ∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

(rij − cklij )wij(ξ)x
kl
ij (ξ)

−Cb× yb(ξ) + Cs× ys(ξ)

 (B1)

Subject to:
Constraints (2)-(6), (A2), (A3)
∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

wij(ξ)x
kl
ij (ξ)(etik + etkl + etlj)

+
∑
k∈H

ekvk(ξ)+ys(ξ)− yb(ξ)

 ≤MC ∀ξ ∈ Ξ (B2)

yb(ξ) ≥ 0 ∀ξ ∈ Ξ (B3)

ys(ξ) ≥ 0 ∀ξ ∈ Ξ (B4)

Similarly, the expectation term in the objective function (B1) of the CCTP model can
be approximated by the sample average function. The second-stage expectation related
to the CCTP model

Eξ

 ∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

(rij − cklij )wij(ξ)x
kl
ij (ξ)

−Cb× yb(ξ) + Cs× ys(ξ)


is approximated by the sampling function

1

|Q|
∑
q∈Q

∑
i∈N

∑
j∈N

∑
k∈H

∑
l∈H

(rij − cklij )w
q
ijx

klq
ij − Cb× ybq + Cs× ysq



Appendix C Results for the CCP and COP models
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