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These days, endless streams of data are generated by various sources such as sensors, applications,
users, etc. Due to possible issues in sources, such as malfunctions in sensors, platforms, or communica-
tion, the generated data might be of low quality, and this can lead to wrong outcomes for the tasks that
rely on these data streams. Therefore, controlling the quality of data streams has become increasingly
significant. Many approaches have been proposed for controlling the quality of data streams, and
hence, various research areas have emerged in this field. To the best of our knowledge, there is
no systematic literature review of research papers within this field that comprehensively reviews
approaches, classifies them, and highlights the challenges.

In this paper, we present the state of the art in the area of quality control of data streams, and
characterize it along four dimensions. The first dimension represents the goal of the quality analysis,
which can be either quality assessment, or quality improvement. The second dimension focuses on
the quality control method, which can be online, offline, or hybrid. The third dimension focuses on
the quality control technique, and finally, the fourth dimension represents whether the quality control
approach uses any contextual information (inherent, system, organizational, or spatiotemporal context)
or not. We compare and critically review the related approaches proposed in the last two decades along
these dimensions. We also discuss the open challenges and future research directions.

© 2023 Elsevier Inc. All rights reserved.
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1. Introduction

There is a surge of mass data produced by social networks,
ensor networks, and other Internet-based platforms in various
omains [1]. The data generated in such ecosystems are enor-
ous in terms of volume, velocity of generation, and variety of
ources, which justify why they are referred to as Big Data [2].
any organizations have recently shown a growing interest in
rocessing big data, especially the data from social communi-
ies such as Twitter and Facebook. Such processing can help
ompanies better understand their customers’ interests and be-
aviors, directly impacting their effectiveness and even financial
ncome [3–7]. However, data generation speed in social platforms
s very high, making it challenging and almost impossible to
rocess the incoming data using traditional data mining tech-
iques and methods. Hence, it is essential to use data stream
rocessing techniques since the data are continuously generated
t a high rate [8,9]. Processing data streams is a complicated
nd challenging issue since they come from various sources with
nknown or different trust and credibility levels. In addition to
he general characteristics of big data, data streams have some
nique features: (i) an infinite number of data elements, (ii) a
igh rate of data arrival, and (iii) potential changes in the data
istribution [10]. Each of these can create different forms of
hallenges such as dealing with the tremendous size of data, fast
ata processing, and real-time detection of possible changes in
he data distributions.

Data quality is a multifaceted concept and several definitions
or this concept have been proposed.

According to ISO 8000,1 data quality control is generally de-
ined as ‘‘the degree to which a set of inherent characteristics of
ata fulfills the requirements’’. Based on ISO 25012,2 the quality
f a data product is ‘‘the degree to which data satisfies the
equirements defined by the product-owner organization’’. The
equirements, which assure the quality level of data, are reflected
n a data quality model through its attributes, e.g., accuracy, com-
leteness, timeliness, etc. However, these quality attributes can
e redefined or customized for a particular domain. For example,
ehkamal et al. [11] customized the quality attributes defined in
SO 25012 for Linked Open Data and proposed a set of factors for
easuring the inherent quality of datasets.
On the other hand, new definitions of data quality have been

roposed for specific domains. For example, Florian et al. [12]
efined the quality control of a crowdsourced task as ‘‘the ex-
ent to which the output meets and/or exceeds the requester’s
xpectations’’, or in collaborative content generation systems,
llahbakhsh et al. [13], showed that the quality of a human-
enerated artifact depends on the quality of its content, quality
f the contributing people and quality of the venue. However,
hese quality definitions and models are domain-specific and do

1 https://www.iso.org/obp/ui/#iso:std:iso:8000:-2:ed-4:v1:en.
2 https://iso25000.com/index.php/en/iso-25000-standards/iso-25012.
2

not cover all aspects of the quality of big data. Therefore, Merino
et al. [14] introduced a quality model for big data and intro-
duced contextual adequacy, temporal adequacy, and operational
adequacy as important big data quality attributes. Contextual
adequacy refers to ‘‘the capability of datasets to be used within
the same domain’’. Temporal adequacy refers to the fact that
‘‘data is within an appropriate time slot for the analysis’’. Fi-
nally, operational adequacy means that ‘‘there are sufficient and
appropriate resources available to perform the analysis’’.

Since low-quality data may lead to inaccurate results and
decisions [15], it is vital for organizations to employ data stream
quality control approaches [16]. In other words, without quality
control of data streams, a proper understanding of what happens
in the market would be difficult or even impossible for a busi-
ness [17]. Low data quality in data streams may cause extra costs,
delays in developing systems, low credibility, and more time for
data reconciliation [17]. According to a report from the California
Independent System Operator (CAISO), which is responsible for
monitoring the electric power systems in California, about 17% of
the data received suffered from quality problems [18]. Besides,
IBM reported that only one in three corporate executives trust
their analytic results due to the low data quality [19]. Moreover,
a recent study has shown that low-quality data costs the USA
three trillion dollars per year [20]. Another study shows that two-
thirds of the European and American businesses could not unlock
value from the data generated at a high rate [21]. All these reports
highlight the importance of controlling the data quality in the
domain of data streams.

Quality control for data streams, due to its importance, has
been widely investigated in the literature. Because of the wide
variety of the proposed quality control approaches, a systematic
review of these approaches is critical to a comprehensive under-
standing of the data quality problem. It also helps individuals and
organizations to adopt the proper technique that fits their re-
quirement, when needed. In the current literature, including [22],
quality control for streaming data is not covered, and there are
still various challenges to be addressed.

The contributions of this systematic literature review (SLR) are
as follows:

• To the best of our knowledge, our work is the first to
systematically and comprehensively review the literature in
the area of quality control approaches for data streams.

• This review analyzes approaches to data stream quality
from four different viewpoints, which are quality analysis
goal, quality control method, quality control techniques, and
contextual information used.

• This review addresses all quality control goals including
quality assessment (techniques applied to the already-
generated data items to assess their quality) and quality
improvement (policies, strategies, and mechanisms used to
increase the chance of obtaining high-quality data). While
other surveys focus on outlier detection approaches, which
is one of the quality assessment methods.

https://www.iso.org/obp/ui/#iso:std:iso:8000:-2:ed-4:v1:en
https://iso25000.com/index.php/en/iso-25000-standards/iso-25012
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• The current review investigates the evolution of techniques
over time, reports domain applications, and presents active
conferences/journals.

• The presented review classifies challenges, discusses them
and explains future research directions.

he rest of the paper is organized as follows. Section 2 highlights
he importance of this study by comparing it with existing review
apers. Section 3 presents background about the fundamental
oncepts related to our literature review. The research questions
nd the search methodology are presented in Section 4. Section 5
roposes a classification of the various approaches. Section 6
urveys the state-of-the-art approaches in data stream quality
ontrol. Section 7 presents the results of our systematic analysis
nd comparison among the surveyed approaches. Challenges and
uggestions for further research are provided in Section 8. Finally,
e conclude the paper in Section 9.

. Related reviews

Several articles have been published in the form of surveys, re-
iews, and systematic literature reviews (SLR) in the field of data
treams, most of which focus on outlier detection approaches.
his section compares and highlights the importance and need
f the current study. Table 1 shows this comparison from var-
ous aspects, including contribution (the novelty of each work),
rend analysis (Does the review analyze the approaches based on
ome metrics over time?), challenge analysis (Does the review
nalyze the existing challenges and gaps?), systematic review
Does the review select approaches systematically by a search
ethodology?), time span (represents the start and end time of

he publications considered in each review), covered approaches
represents the focus of each review whether quality assessment
pproaches are considered or quality improvement or both. For
uality assessment, it is specified that the focus is on outlier
etection or general), and domain.
As shown in Table 1, most surveys have focused on classify-

ng quality assessment and outlier detection methods for data
treams. Li et al. [42] explained spatial data quality in the In-
ernet of things and the usage of contextual information. Also,
ne et al. [40] proposed a classification based on input data,
utlier type, and nature of method (univariate, multivariate).
oreover, Yang et al. [23] and Ayadi et al. [30] classified the
pproaches based on statistics, clustering, classification, artificial
ntelligence, and the nearest neighbor. Furthermore, a review of
utlier detection, and concept drift detection for data streams
s presented by Park [32]. A different classification is presented
y Gupta et al. [25], that classified papers according to the data
ypes. This study [25] considers other data types in addition to the
ata stream, Hence, more approaches than our work are included.
unir et al. [37] and Pang et al. [39] discussed just deep-learning-
ased anomaly detection approaches for data streams and other
echniques have not been included.

Further, the classification given by Chen et al. has four cat-
gories, namely statistical-based, distance-based, density-based,
nd clustering methods [31]. Salehi et al. [35] categorized anomaly
etection approaches in evolving data into three dimensions
istance-based, clustering-based and model-based. The data
tream techniques in the work by Shukla et al. [27] are di-
ided into two groups based on clustering and outlier detection
lgorithms. Additionally, in this work [27] and a paper by Kark-
uch et al. [28], the characteristics of data and data quality
ttributes on the Internet of things have been identified for the
irst time. The impact of essential factors on data quality along
hese dimensions has been investigated, followed by a description
f data quality control methods in terms of technique, scope,
3

data stream type, and data characteristics. Rassam et al. [24]
proposed an approach by which the sensor network’s anomaly
detection requirements are specified; these requirements include
data reduction, distributed detection, online detection, correla-
tion exploitation, and adaptive detection. Next, the methods are
classified for detecting anomalies in the sensor network based on
statistics, clustering, nearest neighbor, and classification methods.

There is only one review paper [38] that uses the systematic
method to search and retrieve the papers, which is different from
our study in terms of scope and research questions. Firstly, the
study [38] aims to find the types of errors in sensor data and
how they can be addressed. Then, the authors focused only on
sensor data, and all related works were classified in terms of
the applied techniques. Besides, the keywords used were sensor
data and data quality. Finally, a total number of 57 papers were
reviewed, none of which were published in 2020. However, these
studies review related approaches, have some shortcomings that
are covered in our systematic literature review:

• Most of the review papers are not conducted systematically.
The key focus of a systematic literature review is to identify,
evaluate, and summarize the research results and findings
through research questions.

• However, some of the review papers propose a classifi-
cation, all focusing on the technique dimension. The cur-
rent systematic literature review presents a classification
along four dimensions including goal, method, technique,
and context-awareness level.

• Most of these studies focus on outlier detection approaches,
which is one of the quality assessment methods, while our
work addresses both quality control goals including quality
assessment and quality improvement.

• However, none of the review papers inspect the evolution
of techniques over time; instead the current review investi-
gates the evolution of techniques over time, displays domain
applications, and presents active conferences/journals.

• Some of the review studies mention the key challenges of
the field, but in the presented review, challenges are cate-
gorized into three groups, i.e., source-dependent, inherent,
and technique-dependent. Thus, the details of challenges in
each category are discussed and future research directions
are investigated.

3. Quality in data streaming

Considering the current literature in the area, and the lack
of an all-encompassing view of the quality of data streams, we
developed a framework to depict our notion of data quality in the
context of streaming data and show how quality is dealt with in
the literature. As presented in Fig. 1, this holistic view highlights
the key aspects one has to face when developing quality control
mechanisms.

This framework is proposed based on our previous experiences
in data quality control [11–13,43–50], as well as on an extensive
literature review of related areas, discussions with colleagues,
and experimentation with systems and prototypes, which al-
lowed us to identify common building blocks for the different
variations in quality control approaches. Accordingly, we pro-
posed a quality framework with two main elements of Quality
Model and Quality Control Approach, each of which is described
as follows.

3.1. Quality model

There are some definitions and classifications of data quality

models. One of the most well-known among these proposals is by
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Table 1
Comparison of review papers [23–42].
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Fig. 1. Quality framework for steaming data.
SO 25012. Based on ISO 25012 definition, ‘‘the data quality model
epresents the grounds where the system for assessing the quality
f data products is built on. In a data quality model, the main data
uality attributes that must be taken into account when assessing
he properties of the intended data product are established’’.

The quality model captures which quality attributes have been
dentified so far in the literature. Quality attributes (also known as
uality characteristics and quality factors) characterize properties
qualities) of the data, such as accuracy, or timeliness. Attributes
re concrete if they are measurable; they are abstract if they
re not directly measurable and their values are derived from
oncrete attributes (e.g., aggregations).
A broad spectrum of research has focused on identifying and

roposing data quality attributes. The related literature [14,51–
5], as well as the ISO standard namely 25012 and 8000, have
dentified a list of quality attributes, classified into inherent, and
ystem dependent. These categories are not disjoint, i.e., some
ttributes fit into two categories. Table 2 shows the attributes,
heir definition, classification, and references that consider each
f the attributes. All descriptions are taken from ISO 25012.
According to ISO 25012, the Inherent dimension refers to the

egree to which quality characteristics of data have the intrin-
ic potential to satisfy stated and implied needs when data is
sed under specified conditions; while system-dependent qual-
ty aspect is reached and preserved within a computer system
hen data is used. As shown in Table 2, the quality attributes
resented only in the inherent dimension, are those that have
lso been contemplated in the literature. In other words, the four
nherent quality attributes that have attracted more attention, are
ore significant in the context of streaming data. These quality
ttributes are accuracy, completeness, validity, and timeliness.

.2. Quality control approaches

As shown in Fig. 1, quality control approaches are actions
hat act on or measure quality attributes, to make sure that they
onform to quality requirements. In other words, actions can be
eployed that can measure the quality of generated data, based
n selected quality attributes, against predefined thresholds to
heck if they meet the requirements or not. These approaches are
alled quality assessment approaches. The approaches by Rezvani
t al. [65], Sadik et al. [66], and Geisler et al. [63] are examples of
uch approaches.
Also, there are strategies designed to maximize the chance of

eceiving high-quality data. These approaches are based on the
nalysis and understanding of system dynamics and include de-
isions taken at the design time of the system. These approaches
re generally called quality improvement approaches. The ap-
roaches by Wang et al. [67], Hu et al. [68], and Su et al. [69]
re general examples of improvement approaches.
The main focus of this study is to analyze and classify quality

ontrol approaches. So, we discuss them in more detail and from
arious perspectives in the following sections.
5

4. Research questions and search methodology

An essential step in a systematic literature review is to iden-
tify the scope and the research questions. The main research
questions for our survey are presented in Table 3.

Our study was conducted on the papers available by October
2022. This study’s search methodology includes two main phases:
search and analysis, which are fully explained in Appendix. The
systematic review’s scope is first defined in the search phase,
and the appropriate terms are identified. Then, the search queries
are specified, and the related venues are selected. Finally, the
eligibility criteria are specified to plan the data extraction. The
search then returned 399 papers, 15 of which are theses. The
retrieved papers are stored in a local dataset using Mendeley
software, as the paper pool.

In the analysis phase, all papers are carefully examined. The
abstract, the keywords, and the citations for each of the papers
are re-evaluated. In other words, after reviewing the abstract and
the keywords as well as applying the inclusion and exclusion cri-
teria, a paper is selected for further review when it is considered
relevant and appropriate. This is also done for citations, and if the
papers’ title is related to the defined scope, the papers are added
to the paper pool. 58 papers are added after examining citations,
leading to the inclusion of 207 papers in the paper pool for further
analysis.

Furthermore, the references and authors of the papers are sep-
arately inspected. The references are selected if they are related
to the research scope. Further, if other authors’ publications are
available on academic or social networks, the relevant papers are
examined, and added to the final pool, if related. Fifteen papers
were retrieved by examining the references and authors. As a
result, we retrieved 92 papers that are thoroughly investigated
and compared.

5. Classification

This section addresses the first research question (i.e. RQ1
in Table 3) that is related to the classification of approaches
for quality control of data streams. The proposed classification
is based on a comprehensive view of the problem of quality
control in data streams. In order to design the classification,
we first inspected all papers selected by the systematic search
methodology explained in Appendix. We then extracted the
key features of each approach. These features are Keywords (the
keywords of each paper mentioned by the authors), Data Gener-
ation Strategy (batch or stream), Data Type (unstructured, semi-
structured, or structured), Quality Attributes Focused (accuracy,
completeness, etc.) Processing Method (online, offline), Archi-
tecture (centralized or distributed), Goal (detection, cleansing),
Technique (distance-based, etc.), Processing Level (user-level or
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Table 2
Quality attributes considered in the literature.
# Attribute Description Classification Cited in data

Inherent System dependent stream field

1 Accuracy The level to which data value has features that correctly
represent the true value of the considered attribute of a
concept or event in a specific context of use.

✔ [56–62]

2 Completeness The level to which data associated with an entity is not null
and has values for all regarded features and related entity
instances in a specific context of use.

✔ [56–64]

3 Consistency The level to which data has features that are free from
conflict and are coherent with other data values in a specific
context of use.

✔

4 Validity The level to which data has features that are expected as true
and acceptable by users in a specific context of use.

✔ [59,63,64]

5 Timeliness The level to which data has features that are of the right age
in a specific context of use.

✔ [56–64]

6 Accessibility The level to which data can be accessed in a specific context
of use.

✔ ✔

7 Compliance The level to which data has features that adhere to standards
in force and similar rules relating to data quality in a specific
context of use.

✔ ✔

8 Confidentiality The level to which data has features that ensure that it is only
accessible by authorized users in a specific context of use.

✔ ✔

9 Efficiency The level to which data has features that can be processed
and supply the expected levels of performance in a specific
context of use.

✔ ✔

10 Traceability The level to which data has features can track the access to
the data and of any changes made to the data in a specific
context of use.

✔ ✔

11 Precision The level to which data has features that are exact or that
provide discrimination in a specific context of use.

✔ ✔

12 Understandability The level to which data has features that enable it to be
explained by users, and are expressed in appropriate
languages, symbols, and units in a specific context of use.

✔ ✔

13 Availability The level to which data has features that enable it to be
retrieved by permitted users and/or applications in a specific
context of use.

✔

14 Portability The level to which data has features that enable it to be set
up, replaced, or moved from one device to another preserving
the existing quality in a specific context of use.

✔

15 Recoverability The level to which data has features that enable it to keep
and preserve a specified level of operations and quality, even
in the failure time, in a specific context of use.

✔

Table 3
Research questions.
# Question Rationale Where will be answered?

RQ1 How can approaches for data quality
control in data streams be
categorized?

The answer will help understanding the classification
of proposed methods for the data stream quality.

Section 5

RQ2 How has the trend of quality control
related activities evolved over time?

The answer will help researchers and practitioners to
have a comprehensive understanding of the shifts in
the state of the art over the past two decades.

Sections 6 and 7

RQ3 What are the main research gaps and
challenges in the domain of quality
control in data streams?

The answer will highlight the research gaps, and
help researchers to identify possible future research
directions.

Section 8
source-level), Dataset used, and Domain applications. After in-
tegrating the data values of each feature, we compared, and
then classified them into a category. For example, distance-based,
density-based, and similarity-based approaches demonstrate a
unified concept and can be grouped into a single category called
distance-based techniques. In some cases, after a deeper analysis,
the feature values were updated. For instance, some approaches
use hybrid (both offline and online) methods which were not in
the first classification. We redesigned the classification with the
6

features by replacement again and again. To have a legible and
understandable classification, we followed the idea behind the
feature subset selection method which is a well-known method
in data mining tasks [70]. There are three basic heuristic methods
in feature subset selection including forward selection, backward
elimination, and decision tree induction. In forward selection, the
best features are added one by one to the final selection pool,
while in backward elimination all features are included in the
selection and in each step, one irrelevant feature is removed.
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Fig. 2. Classification of approaches for the quality control of data streams.

n decision tree induction, one of the decision tree algorithms
s used to construct a tree based on the most significant and
istinctive features. We followed the forward selection method,
nd selected those features that were most significant and dis-
inctive. Finally, the extracted classification was compared to
he quality control studies that provide a classification in other
omains, such as the approach proposed by Batini et al. [71] in
erms of naming and structure to have a unified classification.
or instance, after comparing the naming of each dimension with
imilar studies, the data values of the Goal dimension are replaced
y assessment and improvement.
In what follows, we explain each dimension in more detail.

.1. Goal

As Fig. 2 shows, the first dimension of the classification is
he goal of quality analysis, which can be classified into quality
ssessment, and improvement, according to Batini et al. [72] and
lorian et al. [12].

• Quality Assessment includes the techniques applied to the
already-generated data items to assess their quality [72].
Once the data is generated, the quality assessment pro-
cess detects the data with low quality. Most approaches
(66 out of 92) have quality assessment as their goal [56–

66,73–127]. Some approaches assess the quality of the data

7

streams using specific quality factors (e.g., accuracy, com-
pleteness, timeliness) to report the data quality to the data
consumer [57–59,61,63,64]. Regardless of the quality fac-
tors, other approaches use specific techniques such as clus-
tering methods to monitor data’’- streams and detect data
with low quality.

• Quality Improvement refers to the policies, strategies, and
techniques used to increase the chance of obtaining high-
quality data [71]. Selecting credible and reliable sources
is the first step to obtain high-quality data. Then cleaning
techniques can be considered to improve the quality of data
streams. For example, selecting highly reliable and recharge-
able sensors in a sensor network can result in receiving data
with higher quality levels. However, such sensors might be
expensive or inaccessible for a sensor network application.
Hence, other quality control strategies as well as cleaning
techniques should be adopted. Fewer approaches (26 out
of 92) are assigned to this category than the assessment
goal [67–69,128–150].

.2. Method

As shown in the classification, the second dimension repre-
ents the data processing method which can be either online,
ffline, or hybrid.

• Online Processing refers to real-time quality control of the
data streams. Twenty-six approaches use online processing
to control data stream quality. Data streams are generated
at different and high arrival rates. Therefore, assessing the
quality of data in such scenarios, in which it is impossible
to store entire data, is arduous. To address such a challenge,
online processing methods typically consider a window of
data and perform real-time quality control on this window.
On the other hand, not having access to all the data can
decrease the accuracy of the assessment, but this seems to
be the only viable solution when dealing with a tremendous
volume of real-time data.

• Offline Processing refers to methods that control the stream-
ing data quality after data is stored in secondary storage
and has reached the desired volume. In these scenarios, due
to the fact that data is entirely stored, as well as historical
data is used, a comprehensive quality control process can be
performed. Therefore, the evaluation’s accuracy is increased,
the right decisions are made, and more precise results are
obtained.

• Hybrid Processing refers to the methods that obtain nec-
essary information from the stored data offline and control
the streaming data quality online. This method is in fact a
combination of both online and offline methods. On the one
hand, it uses historical data to gain a comprehensive view
and then uses this view to apply a more precise control on
the quality of real-time streams.

.3. Technique

The third dimension of our proposed classification refers to
he techniques applied by each approach. The techniques are
lassified into seven major following groups.

• Model-based techniques build a statistical model using pre-
viously observed data to predict the data quality. These
techniques use historical data. Thus, such approaches’ pro-
cessing method is either offline or hybrid. Consider the
pair (S, D), where S is the sample space, and D denotes
the data distribution on sample space S . Also, let S (xt−1)
indicate the data value x observed at time t−1, and let D



M. Mirzaie, B. Behkamal, M. Allahbakhsh et al. Computer Science Review 48 (2023) 100554

5

i
b
w
c
e
f
s

6

o
p
o
l
T

e
w
t

(yt ) refer to the data value y obtained at time t from the
same data distribution, i.e. D. To detect low-quality data,
xt−1 and yt are compared. If their values differ more than a
given threshold T, yt is considered a low-quality data item.
Although model-based techniques are the first option for
identifying anomalies, it should be noted that most of these
methods can only detect anomalies locally, unless they use
contextual information.

• Distance-based techniques (also known as nearest neighbor-
based approaches) use distance measures, such as the Eu-
clidean distance, to measure the distance between different
data values to identify low-quality data. Let f be a feature
of interest; consider f (xt−1) and f (xt ) where xt−1 and xt
represent the data value of f respectively at time t−1 and
time t . In order to assess the quality of recent data values in
such methods, the distance between two recent data values,
i.e. xt and xt−1, is calculated. If the distance is greater than a
given threshold T, xt is considered a low-quality data item.
In some approaches, after calculating the distance, the data
value’s density may be estimated for detecting the outliers,
which are also included in the distance-based methods. The
basic idea of this method is that data with more neighbors
is considered normal, whereas data with fewer neighbors is
considered anomalous.

• Learning-based techniques include clustering, classification,
neural networks, and machine-learning-based algorithms to
evaluate or improve the quality of the data streams. For
example, in the clustering methods, similar data are located
in the same cluster, and a sparse cluster is considered an
outlier. Assume that C1 and C2 are predefined clusters with
cluster centers c1 and c2, correspondingly. Moreover, xt
denotes the data value at time t . In order to assign xt to
the correct cluster, the distance between xt and both c1
and c2 is calculated, and xt is assigned to the cluster whose
distance of cluster center with xt is the least (e.g., C1).
Finally, if the number of the data values in C1 is less than
the threshold T, all data values, including xt are considered
outliers; otherwise, they are deemed to be normal.

• Rule-based techniques rely on a set of rules to find low-
quality data items. These rules are generally defined by
domain experts. Assume that xt is the data value at time
t and R1, and R2 are the defined rules. R1 says ‘‘If x is less
than 10, then delete it’’ and R2 says ‘‘if x is between 10 and
15, then replace it with the mean’’ (mean value is the mean
of all observed data values at the time t) and otherwise,
store the value. Therefore, decisions can be made based on
existing rules when new data are observed.

• Schema-based techniques leverage the constraints defined
in the data schema to control data quality (e.g. data value
should not be negative). Let f be a feature of interest. Con-
sider f (xt ) where xt denotes the data value x of f at time t
and Cons f = {type: integer and range between 0 and 100}.
Consequently, if xt is equal to 200, it can be concluded that
an outlier is detected.

• Instance-based techniques are used to obtain constraints
when the data schema is not available. The constraints in
these methods can be obtained by analyzing the available
data. Let f be a feature of interest. Consider f (xt ) where xt
denotes the data value x of f at time t and Const f is the
schema constraint of the f at time t and Const f = {type:
integer and range between 0 and 20}. As a result, it can be
deduced that low-quality data are detected for such cases
that xt is negative (e.g. −10). Const f can also be updated

after a while with strategies adopted by researchers. r

8

.4. Context-awareness level

The last dimension of our classification refers to the context
n which data is collected. Any relevant information which can
e extracted from the environment in both active and passive
ays is called contextual information. The benefits of embedding
ontextual information into an application have been already
videnced in different applications [151,152]. Here, we define
our types of contextual information affecting the quality of data
treams as follows.

• Inherent Context includes all information about data values
and the intrinsic characteristics of the data, such as data
schema and constraints. Consider for example a number
of sensors monitoring the vital signs of a patient such as
blood pressure. To assess the quality of the received data,
information items such as the thresholds for minimum and
maximum blood pressure can be retrieved from the data
schema or other similar sources.

• System Context describes all information about data sources
and relevant infrastructure. This includes features and limi-
tations of hardware or software such as power consumption,
device type, and memory capacity. Knowing these features
and limitations of the system can help in assessing data
quality. Reliability of data could be measured, for example,
by the level of accuracy, precision, or security in using
the technology (e.g., biometric authentication) to extract or
process contextual information [152].

• Organizational Context defines features, limitations, speci-
fications, and any information that is provided directly by
the relevant organizations, or indirectly, by other sources
such as websites, ontologies, datasets, or organizational reg-
ulations. Sometimes organizational constraints may impact
the quality of data. For instance, poorly designed regulations
or a shortage in the budgets can lead to limitations in the
data assessment process, and consequently, can result in
low-quality data. Moreover, information about employee
roles and skills also can affect how the data is interpreted,
as another form of contextual information.

• Spatiotemporal Context points to any temporal or spatial
information related to the data value. There are attributes
such as time and location that determine when and where
the data has been generated. These attributes can be used
to get other useful information, such as weather conditions,
nearby resources, temperature, and humidity. These data
can be extracted from external sources like ontologies, web-
sites, and other online services. Consider a set of sensors are
responsible for monitoring the temperature of a forest, and
a specific sensor reports a high temperature. Having access
to an additional data source, such as other sensor reports,
weather conditions, or local services that provide incidents
reported by citizens, can be highly beneficial in assessing the
accuracy of the data reported by that sensor.

. State of the art

In this section, we first analyze the related literature based
n our proposed classification. The results of this analysis are
resented in Tables 4 to 7. Each approach is analyzed and the goal
f the approach, the method, technique, and context-awareness
evel are identified. We next review all approaches listed in
ables 4 to 7 in detail in chronological order.
Moreover, we study how the quality control approaches have

volved over time during these two decades. In what follows,
e have divided the past 20 years into four periods based on
he emergence of new techniques or applications and studied the

elated works accordingly.
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Table 4
Comparison of approaches (2000–2011).
No Ref. Year Paper type Goal Method Technique Context-awareness level

Assessment Improvement Offline Online Hybrid

1 [114] 2011 Conference ✔ ✔ Learning-based System
2 [63] 2011 Conference ✔ ✔ Instance-based Not considered
3 [66] 2011 Conference ✔ ✔ Distance-based Not considered
4 [74] 2010 Journal ✔ ✔ Distance-based Not considered
5 [82] 2010 Thesis ✔ ✔ Distance-based Not considered
6 [58] 2009 Journal ✔ ✔ Instance-based Not considered
7 [56] 2007 Conference ✔ ✔ Instance-based Not considered
8 [57] 2007 Conference ✔ ✔ Instance-based Not considered
9 [141] 2007 Journal ✔ ✔ Distance-based Not considered
10 [128] 2006 Conference ✔ ✔ Learning-based Not considered
11 [101] 2006 Conference ✔ ✔ Learning-based Not considered
12 [102] 2005 Conference ✔ ✔ Distance-based Not considered
Table 5
Comparison of approaches (2012–2015).
No Ref. Year Paper type Goal Method Technique Context-awareness level

Assessment Improvement Offline Online Hybrid

1 [60] 2015 Journal ✔ ✔ Model-based Not considered
2 [65] 2015 Conference ✔ ✔ Model-based Not considered
3 [85] 2015 Conference ✔ ✔ Distance-based Not considered
4 [86] 2015 Journal ✔ ✔ Learning-based Spatiotemporal
5 [131] 2015 Journal ✔ ✔ Model-based Not considered
6 [136] 2015 Conference ✔ ✔ Model-based Not considered
7 [142] 2015 Conference ✔ ✔ Distance-based Not considered
8 [150] 2014 Chapter ✔ ✔ Distance-based Inherent
9 [87] 2014 Conference ✔ ✔ Learning-based Spatiotemporal
10 [76] 2014 Journal ✔ ✔ Learning-based Spatiotemporal
11 [89] 2013 Thesis ✔ ✔ Distance-based Spatiotemporal
12 [88] 2013 Thesis ✔ ✔ Instance-based Spatiotemporal
13 [77] 2013 Journal ✔ ✔ Model-based Not considered
14 [84] 2013 Thesis ✔ ✔ Distance-based Not considered
15 [73] 2012 Journal ✔ ✔ Distance-based Spatiotemporal
16 [130] 2012 Conference ✔ ✔ Model-based Not considered
17 [115] 2012 Journal ✔ ✔ Distance-based Spatiotemporal
Table 6
Comparison of approaches (2016–2017).
No Ref. Year Paper type Goal Method Technique Context-awareness level

Assessment Improvement Offline Online Hybrid

1 [148] 2017 Journal ✔ ✔ Learning-based Not considered
2 [78] 2017 Conference ✔ ✔ Learning-based Not considered
3 [79] 2017 Conference ✔ ✔ Learning-based Not considered
4 [80] 2017 Journal ✔ ✔ Learning-based Not considered
5 [132] 2017 Conference ✔ ✔ Rule-based Not considered
6 [133] 2017 Conference ✔ ✔ Model-based Not considered
7 [137] 2017 Conference ✔ ✔ Model-based Not considered
8 [138] 2017 Conference ✔ ✔ Model-based Not considered
9 [140] 2017 Conference ✔ ✔ Learning-based Not considered
10 [143] 2017 Journal ✔ ✔ Learning-based Not considered
11 [134] 2017 Conference ✔ Model-based Not considered
12 [64] 2016 Journal ✔ ✔ Instance-based Not considered
13 [59] 2016 Conference ✔ ✔ Instance-based Not considered
14 [90] 2016 Thesis ✔ ✔ Schema-based Not considered
15 [149] 2016 Journal ✔ Model-based Not considered
16 [81] 2016 Thesis ✔ ✔ Learning-based Not considered
17 [83] 2016 Conference ✔ ✔ Distance-based Not considered
18 [135] 2016 Conference ✔ ✔ Model-based Not considered
19 [129] 2016 Journal ✔ ✔ Rule-based Not considered
20 [116] 2016 Journal ✔ ✔ Learning-based Not considered
21 [117] 2016 Conference ✔ ✔ Distance-based Not considered
6.1. 2000 to 2011: Distance-based, learning-based, and instance-
based techniques

In the first decade of the century, learning-based, distance-
ased, and instance-based approaches, which are listed in Table 4,
ained much attention.
The first approach, which is an offline distance-based method,

as proposed by Du et al. [102]. The authors try to determine
9

the degree of localization of data values after all data values are
received and stored. The computed localization degree of each
data value is compared with a predefined threshold to find low-
quality data values in the data stream. The same research group
then proposed a hybrid learning-based method [128], in which
each sensor performs clustering on its data and then sends the
result to its cluster head in the sensor network. The cluster head
then aggregates the data received from the sensors and sends
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Table 7
Comparison of approaches (2018-Present)..
No Ref. Year Paper type Goal Method Technique Context-awareness level

Assessment Improvement Offline Online Hybrid

1 [118] 2022 Journal ✔ ✔ Learning-based Not considered
2 [68] 2022 Journal ✔ ✔ Model-based Not considered
3 [119] 2022 Conference ✔ ✔ Learning-based Not considered
4 [120] 2021 Conference ✔ ✔ Distance-based Not considered
5 [121] 2021 Conference ✔ ✔ Distance-based Not considered
6 [111] 2021 Journal ✔ ✔ Distance-based Not considered
7 [112] 2021 Journal ✔ ✔ Distance-based Not considered
8 [113] 2021 Journal ✔ ✔ Distance-based Not considered
9 [122] 2021 Conference ✔ ✔ Learning-based Not considered
10 [123] 2021 Journal ✔ ✔ Learning-based Not considered
11 [124] 2021 Conference ✔ ✔ Learning-based Not considered
12 [144] 2020 Journal ✔ ✔ Distance-based Not considered
13 [67] 2020 Journal ✔ ✔ Model-based Not considered
14 [145] 2020 Journal ✔ ✔ Distance-based Spatiotemporal
15 [98] 2020 Journal ✔ ✔ Distance-based Not considered
16 [99] 2020 Journal ✔ ✔ Model-based Not considered
17 [91] 2019 Journal ✔ ✔ Distance-based Spatiotemporal
18 [92] 2019 Journal ✔ ✔ Learning-based Not considered
19 [94] 2019 Journal ✔ ✔ Learning-based Not considered
20 [95] 2019 Conference ✔ ✔ Model-based Not considered
21 [97] 2019 Conference ✔ ✔ Distance-based Not considered
22 [69] 2019 Journal ✔ Learning-based Not considered
23 [106] 2019 Journal ✔ ✔ Distance-based Not considered
24 [107] 2019 Conference ✔ ✔ Model-based Not considered
25 [108] 2019 Journal ✔ ✔ Distance-based Not considered
26 [109] 2019 Journal ✔ ✔ Learning-based Not considered
27 [110] 2019 Journal ✔ ✔ Learning-based Not considered
28 [62] 2019 Conference ✔ ✔ Instance-based Not considered
29 [125] 2019 Conference ✔ ✔ Learning-based Not considered
30 [126] 2019 Conference ✔ ✔ Learning-based Not considered
31 [127] 2019 Conference ✔ ✔ Learning-based Not considered
32 [146] 2018 Journal ✔ ✔ Model-based Not considered
33 [103] 2018 Journal ✔ ✔ Learning-based Not considered
34 [104] 2018 Conference ✔ ✔ Learning-based Not considered
35 [105] 2018 Chapter ✔ ✔ Distance-based Spatiotemporal
36 [139] 2018 Journal ✔ ✔ Model-based Not considered
37 [61] 2018 Journal ✔ ✔ Instance-based Not considered
38 [75] 2018 Journal ✔ ✔ Learning-based Spatiotemporal
39 [147] 2018 Journal ✔ ✔ Distance-based Not considered
40 [93] 2018 Journal ✔ ✔ Distance-based Spatiotemporal
41 [96] 2018 Conference ✔ ✔ Distance-based Spatiotemporal
42 [100] 2018 Journal ✔ ✔ Distance-based Not considered
the resulting cluster information back to its cluster sensors so
that the global model provides each sensor with a global view
of the clusters. Finally, each cluster that has an intra-distance,
i.e., the distance between its members, higher than a predefined
threshold is considered an outlier, and the sensors with which the
cluster is associated are labeled as bad sensors. Another learning-
based technique assesses the streaming data quality in an offline
manner [101]. For the training phase, Bayesian belief networks
are used to classify data. If the data value is in the class range
specified in the test phase, it is considered normal. Otherwise, it
is considered an outlier.

The need of improving the data stream quality was first
ointed out by Basu and Meckesheimer [141]. Similar to the
pproach by Du et al. this approach also uses a distance-based
echnique to improve the quality of data streams. Firstly, the
edian of the data values received in the data stream is calcu-

ated. Secondly, the new incoming data is compared with the
edian. If its distance from the median is higher than a specific

hreshold, the new data is considered an outlier. Two median
alues are computed in this approach: one side median and two
ide median. The one-side median is calculated separately from
ach k latest data value in the data stream. The two-side median

is computed over a window of 2k latest data values from the two
ides of the data stream. Finally, the two medians are summed
p, and the sum is considered the final median. Dealing with k
utliers in a row is the reason for computing two median values.
10
Klein introduced an approach based on the quality window
concept, which implies that data quality evaluation must be per-
formed at the window level [56]. Furthermore, considering accu-
racy, completeness, timeliness, and confidence as the data quality
attributes, they propose an instance-based technique. First, each
data item in the current window is evaluated based on these
three dimensions. Then all the results are aggregated based on
timestamp and data attributes. Finally, the measured values are
used to analyze the data and compare it with the corresponding
thresholds to determine whether the data has the minimum
required quality. Also, Klein et al. extended the approach and
proposed the notion of the quality window in another work [57].
They argued that data quality analysis based on a single window
is not sufficient, and multiple windows need to be simultaneously
included in the quality evaluation.

Klein and Lehner answered the problem of suitable quality
window size by proposing to reduce the window size as soon
as low-quality data is observed [58]. In this paper, four func-
tions are introduced to identify the suspicious data values and
to decide whether to decrease or increase the window size by
comparing the data value with the given threshold. Geisler et al.
proposed an ontology-based framework for evaluating the quality
of data streams [63,64]. The main idea is to use a threefold con-
cept (Query-based DQ, Content-based DQ, and Application-based
DQ) that enables flexible data quality control. In Query-based
data quality, query expressions are responsible for assessing data
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uality factors. In the Content-based notion, the quality of data
treams is evaluated by semantic rules, and finally, in Application-
ased DQ, the user can submit their own function via a user
nterface to assess the quality of data streams.

Hill and Minsker proposed a method that aims to detect and
mprove anomalous data by the nearest cluster, single-layer lin-
ar network, or multilayer perceptron methods [74]. In these
lgorithms, the specific volume of data is used for constructing
model and predicting new data. Then, as soon as the new
ata is received, it is compared with the predicted value and
he threshold. If it is outside this range, data is considered to be
nomalous, otherwise normal. Next, the data value must be up-
ated to enable further data prediction. The authors discuss two
trategies for dealing with anomalous data. In the first strategy,
alled Anomaly Detection (AD), the identified anomalous data is
abeled and added to the dataset. In the second strategy, called
nomaly Detection and Mitigation (ADAM), the anomalous data
s replaced by the predicted one, and the cleaned data is added
o the dataset. Then it is discussed that the ADAM strategy has
igher precision than the AD strategy.
Moreover, Rogers proposed another distance-based method

o detect the outliers [82]. By using the Euclidean distance, the
umber of data close to each data value is determined. If this
umber is less than a certain threshold, that data is classified as
n outlier. Another distance-based method is proposed by Sadik
nd Gruenwald [66], in which two concepts of local deviation and
lobal deviation are introduced. The purpose of local deviation
s to check the new data value with the average of recent data
tems. On the other hand, the new data value is compared with
he average of data values for global deviation. If the difference
etween the new data value and the local or global deviation is
ore than three times the variance, then that data is an outlier.
Junghans et al. [114] first defined quality factors and then

olved the quality problem of data streams by proposing an
ptimization solution in order to maximize quality factors with
espect to given resource constraints,

Reviewing the approaches proposed in the first decade, we
bserved that learning-based, instance-based, and distance-based
echniques have been devoted to considerable attention. On the
ther hand, all studied instance-based methods were online.

.2. 2012 to 2015: Emergence of model-based techniques

As presented in Table 5, in this period, both model-based
nd distance-based techniques attracted much attention. First, we
eview the model-based approaches, and then we study other
elated techniques.

A model-based technique was first introduced by Zhao and
g in the domain of object tracking [130]. First, a baseline al-
orithm is introduced that constructs a model, based on the
urrent position of the dynamic objects, and future locations are
redicted. Then, it is determined that if the data is corrupted,
he prediction process encounters an error. Furthermore, a radius
otion is also considered to determine the radius of the object’s
otion. As a result, the process of predicting the next location of
ach object is improved. In their paper, Zhao and Ng mentioned
hat determining the correct radius is challenging because if a
arge radius is selected, the prediction of the next location is
omplex, and if a small radius is used, it may not be possible to
ake an accurate prediction.
Rassam et al. proposed an approach [75], in which initially,

ach sensor builds its model by running a one-class principal
omponent classifier (OCPCC) algorithm locally. Then, the model
s sent to the cluster head (CH), and the CH aggregates sensor
odels to obtain the global normal model (GNM). After that, it
ends the GNM back to the sensors to compare the predicted
11
value to the real one. Zhang et al. have used local and global
models, where the model is based on the SVM algorithm [77].
However, unlike the former approach, the model is sent from
each sensor to its neighbors. The approach proposed by Kerchove
and Van Dooren [153] has been developed by Rezvani et al. [65]
for online processing. In [153], the IF (Iterative Filtering) algo-
rithm is used to model data. This algorithm predicts new data
based on a data model. Since IF-based algorithms use all data
values to improve prediction accuracy, they are suitable for static
data. Notwithstanding, Rezvani and colleagues also applied this
method to data streams [65]. In order to achieve this goal, the IF
algorithm is used in the first data window to construct the model.
Then, if the new data differs from the measured variance, it is an
outlier. Also, they argue that if the number of outliers exceeds the
number of normal data, the model is no longer valid, and it needs
to be updated.

Fagúndez et al. proposed a framework in which the data
sources are the sensors in body sensor networks [60]. The frame-
work has three main components. The first component is the
Monitoring component, in which the requirements and qual-
ity parameters are defined. These requirements are sent to the
second component, which is the Middleware component, and
managed the requirements after receiving data from different
sensors. The Data Quality Manager is the third component; it is
responsible for assessing data quality and analyzing the measured
values by examining relevant historical data. If the measured val-
ues do not match the minimum and maximum historical values,
alarms are generated.

Gill and Lee introduced another model-based approach to
detect low-quality data [131]. First, the data value with a rec-
ognizable error is determined. A statistical model of the existing
data is then created, which is used to identify the noisy data.
Different algorithms are used to construct the model, and the
most accurate one is chosen. Furthermore, these authors in an-
other work proposed a method in which the model and the data
received from each sensor include other types of information,
such as wind speed and the distance of buses with specified
locations [136].

Iyer in his thesis, presented a cleaning algorithm for wireless
sensor networks [88]. In his model, when a sensor determines a
corrupted or lost data item, a set of k sensors associated with that
sensor is chosen, and the final value is obtained from the values
retrieved from those sensors.

The approaches proposed by Hayes et al. in [86,87] include
two main components: (i) Content Detection and (ii) Context
Detection. In Content Detection, each sensor uses its historical
data to generate the corresponding regression model, and then
the data that is far from the model is considered a content
anomaly. Context Detection has two tasks: clustering and pro-
filing the sensors, and comparing the content anomaly with the
average value of the sensor group. The k-means algorithm is
used for clustering the sensors, and the clustering parameters are
location, year, time, date, and weather phenomena. If the content
anomaly is far from the average of each cluster, it is detected as
a contextual anomaly. Zhang et al. introduced a method in which
a predicted value is derived from the mean of the data produced
by the sensors correlated with the corresponding sensor [150].
Then, the newly generated data is compared with the predicted
value. If the difference is less than a threshold, the data is correct,
otherwise, the predicted value is considered to be the improved
value.

In some attempts, principal component analysis (PCA)-based
methods are used in order to detect the outliers of each sen-
sor [75,76]. In the first approach [75], initially, each sensor builds
its model by running a PCA algorithm locally. Then, the model is
sent to the cluster head, and the cluster head combines local mod-
els to build a global model. After that, it sends the model back to
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he sensors, so each sensor updates its model, and when the new
ata comes, if the distance of the data from the predicted value
s higher than the threshold, that data is considered an outlier. In
he second approach [76], only a local model is provided, and no
lobal and distributed approach is employed.
A spatiotemporal-based approach is proposed by Zhang et al.

73]. First, a temporal-based method (TOD) is designed for detect-
ng outliers, in which each sensor analyzes its time-series data,
nd predicts the next value. If the newly generated data is far
rom the predicted value, it is considered an outlier. Then, the
ata is analyzed for spatial analysis (SOD), where the neighbors’
ensor data is examined, a model is constructed, and eventually,
he new value is predicted. Next, in the third step, in which the
wo previous methods are combined (TSOD), each sensor’s data
s initially investigated by each sensor by mean of a temporal
nalysis. Subsequently, by receiving data from its neighbors, each
ensor performs the spatial analysis, and ultimately, the outlier is
etected.
Another spatiotemporal distance-based approach is by Alessia

t al. [115]. The idea relies on a rough set theoretic representation
f the anomaly set, in which a rough set approach is described to
etect outliers in a spatiotemporal dataset.
In another thesis conducted by Pumpichet [89], a method for

leaning the data stream of mobility sensors is proposed. As far
s we know, this is the first time that the concept of the virtual
ensor was introduced. Since sensors are moving and the location
annot be accurately predicted, virtual static sensors clean the
ctual sensors’ missing values. In order to do so, the weighted
verage of actual sensor values is calculated, and the data value
f each virtual sensor is updated so that the weight of the data
roduced is higher by the sensors near the virtual sensors. Then,
ith a predictive model, the new virtual sensor data is predicted.

f the base station (stations that act as a gateway between sensor
odes and the end user) determines that the actual sensor’s data
as an error, based on that sensor’s timestamp and spatial range,
he corresponding virtual sensor’s predicted value is considered
he cleaned data.

An algorithm called Orion is proposed by Sadik et al. The
lgorithm first calculates the similarity between data values and
hen computes the stream density and k-distance criteria for each
ata [83,84]. The stream density is the number of stream neigh-
ors that is obtained by the k-nearest neighbor method. Next,
rion uses a clustering algorithm to cluster the data. The clusters
re divided into three groups: small, average, and large. Data
hat belong to the small density and large k-distance clusters are
onsidered an outlier. Xiang et al. introduced another distance-
ased approach in which the data space is split into several
rids [85]. The information of each grid, including the number
f data items, the mean, the variance, and the time, is updated.
fter the update process, each grid’s density is evaluated, and if
he density is less than a threshold, then the grid is said to be
n abnormal grid, and the data contained in an abnormal grid is
onsidered an outlier.
Furthermore, in another distance-based approach, new data

s compared to all previous data stored in a buffer [142]. If the
istance is greater than a defined threshold, the value is classified
s an outlier and is passed to the density calculation stage. At this
tage, the data density is computed with the local outlier factor
LOF) formulas, and if it exceeds the threshold, the data value will
e deleted from the buffer.

.3. 2016 to 2017: Dominance of learning-based techniques

Learning-based techniques gained much attention in this pe-
iod, due to the emergence and evolution of big data processing
ools. These approaches are listed in Table 6.
12
Xie and Chen proposed a method to detect bad sensors;
i.e. sensors that produce outliers more frequently [148]. Firstly,
eigenvectors and eigenvalues are obtained by the PCA algorithm,
and then data with a low eigenvalue is considered an outlier.
Next, by employing the Bayesian Network, the relationship be-
tween the sensors is identified and bad sensors are identified.
In another learning-based method proposed in [81], first, an
adaptive algorithm called SOStream is presented. Then, an online
spatiotemporal clustering algorithm, called ASMM, is proposed,
which is able to dynamically adjust its clustering structure based
on the incoming data. In this clustering algorithm, when new
data is observed, its Euclidean distance from the centroids of the
existing clusters is computed, and the closest one is chosen. If the
selected centroids’ distance is less than the desired threshold, the
data is transferred to that cluster and otherwise returned to the
input buffer. If the number of data transfers to the buffer exceeds
the threshold, then that data is considered an outlier.

Furthermore, a clustering approach is proposed by Zaarour
et al. which has six components [78]. The first component, called
System Adapter, is responsible for coordinating the other com-
ponents. The Event Extractor is the second component and is
responsible for reading incoming events, setting a timestamp for
each data, and adding metadata. The third component, called Cen-
tral Splitter, distributes the data to the existing nodes to enhance
scalability. Next, the k-means clustering algorithm is used for
grouping the data and finding the cluster center. The Markov
model is then used to detect outliers, where the data outside
of each cluster is considered an outlier. Finally, the Ordering
Operator component merges the collected data and sends it to
the base station.

Similar to the work by Zaarour et al. in [78], the technique
proposed by Jankov et al. uses the k-means clustering and Markov
model to detect anomalies [79]. In this approach, the input data is
in RDF (Resource Description Framework) triple format, and must
first be parsed and then fed to the window. Finally, the output
must also be transformed into a triple format. Another clustering-
based approach is presented in [80], where the received signal is
first converted into a data format and then, the k-means algo-
rithm clusters the data, and the HMM and PSO algorithms are
used to optimize the parameters, and ultimately, new data is
predicted.

Liu et al. presented a learning-based cleaning method that
consists of three parts: k-means clustering, anomaly detection,
and cleaning [140]. First, the k-means algorithm is used to cluster
data in distinct clusters. In each cluster, the max and min values
are introduced as the cluster boundary. Then, the data outside
this range is classified as an outlier. Finally, the outlier data is
replaced by the minimum or average values. Besides, Pullabhotla
and Supreethi proposed a hybrid method for data preprocessing,
in which the k-nearest neighbor algorithm runs on historical data
and is applied to a window of a data stream [143]. After cleaning
the data stream by the Multivariate Singular Spectrum Analysis
(MSSA) algorithm, the model is updated adaptively with cleaned
data to make the next predictions more accurate.

Furthermore, Kumar et al. [116] proposed an online visual
assessment that uses a cluster heat map to visualize anomalies in
evolving data streams. To do so, in each data window, a clustering
algorithm determines which data points are normal m which one
is far from the main cluster.

Lei et al. [117] proposed a framework for efficient shared
processing of a huge number of distance-based anomaly detec-
tion requests over sliding window streams. In this approach,
a multi-query outlier detection workload is transformed into a
single-query problem. Hence, in addition to decreasing parame-
ter settings over the sliding window, less computational load is
employed.



M. Mirzaie, B. Behkamal, M. Allahbakhsh et al. Computer Science Review 48 (2023) 100554

i
p
a
r
t
i
a
d

w
u
i
a
i
p
s
c
m

i
e
t
d
s
o
t
w
a
t

a
t
i
s
(
a
r
a
a
w
a
t
m

p
t
u
m
t
i
i
r
m

s
a
i
s
e

w
i
p
f
i

A model-based approach for assessing the quality of data
n the health domain is proposed by Serhani [59]. In their ap-
roach, after data collection, data quality is evaluated before and
fter the preprocessing stage. Quality attributes such as accu-
acy, validity, timeliness, and completeness are evaluated before
he pre-processing phase. Then, the transformation, and filter-
ng techniques are applied, and again, the accuracy, correctness,
nd completeness of the data are re-evaluated to determine the
egree of quality improvement.
Another model-based approach is by Zhang et al. [134] in

hich time-series data points with truth labels are modeled
sing auto-regression and auto-aggressive models. Then changes
n data can be detected by the models and candidate bad data
re evaluated and final outliers are repaired. Another quality
mprovement approach is proposed by Zhang et al. [135]. In this
aper, the authors model the likelihood of a repair by tracking its
peed changes. Under the principle that changes speed should not
hange greatly in a time period, the approach detects and cleans
inimum changes.
Another method for detecting quality issues and then improv-

ng quality in sensor data is proposed by Lei et al. [149]. Firstly,
ach sensor analyzes time series data, and one that is not similar
o the majority is marked as an outlier. On the other hand, outlier
ata may be identified as normal data when compared with other
ensors’ data. Each sensor compares its neighbors’ data with its
wn to detect the event outliers, and if a conflict is observed,
he data is tagged. Next, the data is sent to the base station,
here after analyzing the correlation between all sensor data,
smoothing process is performed. Finally, the cleaned data is

ransmitted to the server for further processing phases.
Moreover, Liu et al. have provided a framework for assessing

nd cleaning Chinese electricity data [133]. The framework has
hree main modules: (i) a data collection module where data
s accumulated from sensors, power grids, and databases; (ii) a
torage module that is designed to store different data types, and
iii) a calculation module in which historical and real-time data
re processed. In addition to data processing, this module is also
esponsible for assessing the quality of the data. Furthermore, the
pproach proposed by Sibai et al. in [137] is also a model-based
pproach in which an abstract framework is provided to examine
ireless sensor data quality and its cleaning. In this framework,
fter collecting data from sensors, outliers are first detected, and
hen the new value is generated and replaced by the smoothing
odels.
Quality improvement is also considered in some other ap-

roaches introduced by Yu et al. [138] and Hao et al. [139]. Since
he data is stored in a matrix, the low-rank matrix method is
sed in both approaches. The problem is translated into an opti-
ization problem. If the given and the optimal matrices are close

o each other, the given matrix’s rank is smaller and, therefore,
s complete. The Singular Value Thresholding (SVT) algorithm
s used to recover the matrix. This algorithm continues until it
eaches the optimal answer and finally delivers the complete
atrix.
Moreover, Dai proposed a method to assess the quality of data

treams [90]. Firstly, the author uses three algorithms: a reference
lgorithm, a frequency algorithm, and an entropy algorithm to
dentify essential data in the database. Secondly, a quality as-
essment model based on statistical information is employed to
valuate the quality of data streams.
Furthermore, a rule-based method is proposed by Tian in [132]

ith two basic modules: (i) a detection module and (ii) a clean-
ng module for this purpose, he employs two types of worker
rocesses: detect worker and router worker. First, experts de-
ine a set of rules, and each detected worker is responsible for

nvestigating the violation of the corresponding rule. The router

13
sends the input data to the corresponding detect worker. In
each worker, historical data is also available to compare the new
data with, and if there is a violation, it is identified. Then, the
noisy data enters to the cleaning module. In this module, the
equivalence class algorithm is used in order to clean data. In this
algorithm, the same data is placed in a group, and the majority
value is introduced as new data.

Licong et al. [129] proposed another rule-based approach for
quality improvement of biomedical data using ontology. The au-
thors claimed that merging ontologies for quality improvement of
biomedical data takes much time. Hence, to speed up the process,
scalable cloud computing environment such as map-reduce and
Hadoop is used.

6.4. 2018 to present: A diversity of techniques

In the last four years, a wide variety of techniques is observed
which are listed in Table 7. We first discuss the distance-based
approaches.

Similar context-aware distance-based approaches are presen-
ted in [93,105,145], where spatiotemporal information is used
to detect outliers in the sensor networks. Aleman et al. intro-
duced a method to clean data in mobile sensor networks in
which devices’ location is considered [96]. Using location helps to
find similar trajectories behavior and to detect outliers. Another
context-aware method is proposed by Arfaoui et al. [91] to assess
data quality in a body sensor network. First, outlier detection is
performed locally by each sensor, where each sensor compares
new data with the mean of its recent data values. If the new
data exceeds the threshold, it is labeled as a candidate outlier.
Finally, the processing unit considers other information such as
blood pressure and heart rate, and detects the final outliers using
the distance criterion.

The method proposed by Dai and Ding [144] is an approach
that aims to make sensors data highly reliable (quality improve-
ment goal). In this approach, each sensor detects its own outlier
data by comparison with its historical data. Then, the detected
outliers are compared with other sensors’ observations using a
distance measure to detect abnormal data values. On the other
hand, the approach by Yessembayev et al. in [147], which is
similar to the approach by Dai and Ding [144], aims to detect
unreliable sensors. In this approach, the local outlier factor is used
to detect outliers, and then by clustering data values, bad sensors
are detected. Another method uses the local outlier factor, which
combines the k-nearest neighbor, reverses the nearest neighbor,
and shares the nearest neighbor to assess the quality of data
streams [100]. Yu et al. introduced a density-based method in
which a probability density function reflects the most recent data
distribution [97]. Then, the obtained density is compared with a
threshold to detect outliers. A KNN-based method is proposed
by Zhu et al. to assess the quality of data streams [98]. After
identifying the neighbors of each data value with the distance
criterion, if the number of neighbors is less than a number k,
the data value is considered low-quality. Similar methods us-
ing the distance measure to detect low-quality data have been
proposed [106,108,111–113,115,120,121].

Peng et al. proposed a framework to distribute computing and
perform data quality assessment by profiling techniques [62].
Similarly, a quality assessment architecture and an instance-
based method are proposed by Karkouch et al. in [61]; in this
architecture, there is a system by which the data consumer
defines its requirements, and the system automatically and ac-
cordingly stores valid data in the database. In this system, which
is accessible through a graphical user interface, the data con-
sumer can choose the quality attributes and the specific data
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ttributes. The system transforms these requirements into ex-
cutable code and executes this code to extract high-quality
ata.
Gil et al. proposed to detect abnormal data streams with
combination of PCA and SVM algorithms [92], while Zhang

t al. used an artificial neural network to determine whether the
ata values measured by the sensors are outliers [94]. Moreover,
ejnek and Bukovsky introduced learning-based algorithms such
s learning entropy and learning-based novelty detection [103]
or detecting abnormal events. Besides, Su et al. in [69] proposed
n approach in which, first, all similar sensors are clustered, and
hen based on data correlation, which is one of the data stream
haracteristics, bad sensors are detected. Another offline method
roposed in [109] tries to improve the performance and accuracy
f new values prediction by combining a model-based algorithm
ith a deep learning method. Finally, a neural network-based
lgorithm is proposed by Venskus et al. in [110] to classify data
bjects as normal or abnormal. The model is trained three times
n a training dataset to enhance precision and sensitivity.
A hybrid learning-based approach was proposed by Chen [122]

o detect anomalies online based on the adversarial generated
ime series. The main idea is to train an auto-encoder to learn
he normal pattern of multivariate data points, and then use
he reconstruction error to find abnormal data. A similar idea is
roposed by Zhang et al. [123], Campos et al. [124], and Zhang
t al. [125] to detect anomalies of data streams using temporal
nformation, in which first, a deep convolutional auto-encoder is
uilt and then using a bidirectional LSTM with attention, tem-
oral dependencies are captured from data streams to distin-
uish between normal and abnormal data points. Furthermore,
u et al. [126] proposed a stochastic recurrent neural network for
nomaly detection of data streams. The idea is to capture normal
atterns by learning robust representations with a stochastic
ecurrent neural network and reconstruct incoming data points
y the representations, and use the reconstruction probabilities
o determine anomalies.

Another learning-based approach is by Ren et al. [127]. In this
aper, Spectral Residual (SR) and Convolutional Neural Network
CNN) are employed to detect time-series anomalies at Microsoft
ervices. The authors claimed that this is the first attempt to
orrow the SR model from the visual saliency detection domain
o time-series anomaly detection.

Moreover, Han et al. [119] proposed a deep probabilistic-based
ime-dependent approach for anomaly detection which employs
eep learning-based methods to detect outliers from trajectory
ata streams. Bhatia et al. [118] proposed another learning-based
pproach to find an anomaly in graph edge. The approach fo-
uses on combining statistical (chi-squared test) and algorithmic
count-min sketch) to find streaming micro-cluster anomalies.

A model-based approach that aims to detect abnormal sensors
n automated vehicle sensors is proposed by Wang et al. [67]. In
uch an approach, model-based signal filtering is combined with
n extended Kalman filter to smooth sensor readings. Moreover,
sing a car-following model and previous observations, abnormal
ensors are detected. Furthermore, Widanage et al. in [107] and
ang et al. in [146] proposed Hierarchical Temporal Memory

HTM) algorithms to model data and predict the new data in real
ime. Also, Poornima and Paramasivan proposed another model-
ased method that benefits from locally weighted projection
egression to model data values and predict candidate values [99].
f the difference between the incoming value and predicted data
alue exceeds a predefined threshold, the incoming value is con-
idered an outlier. Hu et al. [68] proposed an online approach
o preprocess high dimensional data streams, in which a small-
ized dictionary captures the data patterns and updates itself by
ncoming data. Then the objective function is formulated to detect
utliers as well as faulty readings over a long period of time.
14
Fig. 3. Heat map of the extracted approaches. . (For interpretation of the
references to color in this figure legend, the reader is referred to the web version
of this article.)

7. Results and discussion

In this section, the second research question’ answer (i.e. RQ2
in Table 3) addresses the research volume’s inquiry in the target
area. First, we use our proposed classification to provide a heat
map to show the density and focus of studies in different dimen-
sions of the classification. Fig. 3 provides a quantitative summary
of the extracted approaches in the form of a heat map with values
ranging from 0% (light yellow) to 100% (dark red).

As shown in Fig. 3, the quality assessment goal has received
special attention amongst others. Additionally, hybrid processing
has been gaining great attention than other methods, due to
its advantages such as using a combination of offline process-
ing (based on historical data) and online processing. Moreover,
distance-based techniques have been proposed more frequently
than other techniques. Furthermore, most approaches barely use
any contextual information to deal with global changes. In a few
cases in which context is considered, spatiotemporal context is
used far more than other context types. The evolution of the
techniques mentioned in Fig. 2 during the last two decades is

one of the related analyses shown in Fig. 4. As demonstrated
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Fig. 4. Evolution of techniques in quality control of data streams over time.
Fig. 5. Application domains of the proposed approaches.

Table 8
Distribution of study type.
No. Research type Number of papers

1 Books/Book chapters 2
2 Conference papers 40
3 Journal papers 44
4 Theses 6

in the figure, distance-based, learning-based, and model-based
techniques have been gaining much attention during these years.

Table 8 presents the distribution of papers based on research
ype. The high number of journal papers emphasizes the impor-
ance of the topic.

Fig. 5 shows the percentage of approaches in terms of their
pplication domain. As we can see from this figure, 51% of the pa-
ers do not have a specific domain. The sensor networks domain
as gained more attention than others with 30% of the papers.
urthermore, less consideration is given to the Internet of things,
eather, health, and electric power domains.
Fig. 6 shows the active journals/conferences, which help the

esearchers in the quality control of data streams community in
ollowing and searching their interesting topics.
15
Fig. 7 shows the geographical distribution of publications in
the quality control of the data stream field. ‘‘Others’’ is also shown
in the figure and refers to the sum of the frequencies of all
countries with less than 3 percent. As we can see from the figure,
the USA and China have the highest share of the total number
of publications. India, Germany, France, and Canada stand in the
next rank.

8. Challenges and future work

In this section, the third research question (i.e. RQ3 in Ta-
ble 3) is answered. The issues not properly addressed in previous
approaches are reported in Section 8.1 and directions for future
research are presented in Section 8.2.

8.1. Challenges

Generally, the challenges can be divided into three categories
related to source, inherent, and technique, respectively. First,
Section 8.1.1 discusses the source dependent challenges. Then
Section 8.1.2 discussed the inherent challenges and finally, Sec-
tion 8.1.3 describes the technique dependent challenges.

8.1.1. Source dependent challenges
We identify the following source dependent challenges:

• Resource constraints: The quality control process often re-
quires high computational capacity and time [56–58,61,65,
75,77,88,130,133,149]. In some data production environ-
ments, such as sensor networks and the Internet of things,
where sensors are responsible for generating data, there are
constraints in terms of computational power, communica-
tion, and memory that make the assessment process more
challenging. For example, if a sensor generates data, the
sensor’s constraints, such as its lack of required precision,
can affect the data quality. Hence, sensor precision is a
source dependent challenge.

• Source heterogeneity: Source heterogeneity is another chal-
lenge for quality assessment [76,148]. Addressing this chal-
lenge needs integration and evaluation of multiple data
streams from different sources with various structures.

• Scalability: Another critical challenge is scalability, which
is discussed in [78,86,87,133,140,142]. Evaluation methods
cannot be implemented in a scalable manner in environ-
ments where it is not possible or cost-effective to distribute
data or employ a distributed algorithm.
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Fig. 6. Active Journals/Conferences in the quality control of data streams field.
Fig. 7. Geographical distribution of publication.

.1.2. Inherent challenges
Some challenges are inherent to the nature of data streams.

he quality control approach should address these challenges:

• Variety of arrival rates: Data values arrive at different rates;
therefore, the quality control approach should provide a
mechanism for controlling the quality of the existing data
before the arrival of new incoming data. Some previous
papers discussed this problem [27,29].

• Infinite: As Tamboli and Shukla explained [29], in a data
stream, the data is continuously received, and the qual-
ity control approach must be performed online without
interrupting the primary retrieval process.
16
• Transient : In a data stream, transient data represents a
significant challenge [27,29]. Data expires after a relatively
short period of time and loses its credibility. Hence, data
processing should be performed in a limited time window.

• Concept drift: Data distribution may change after a while. If
the evaluation algorithm fails to find the new distribution, it
cannot perform accurately. Paying attention to the distribu-
tion of data is considered one of the significant challenges in
designing quality assessment/improvement algorithms [66,
83,131].

• Heterogeneous schema: This challenge arises when differ-
ent types of schemas, which may be represented by using
different data models, are provided [84,148]. One of the
complexities of data preprocessing is providing an efficient
solution to deal with this issue.

• Distributed data points: Data may be received from differ-
ent sources. It is necessary to integrate this data in order
to obtain useful information. This challenge was discussed
in [75,85,131,133].

• Appropriate dataset: The use of an appropriate dataset for
testing proposed algorithms is essential. The lack of ap-
propriate datasets for specific domains is one of the most
critical data quality challenges. Synthetic datasets are often
used for data quality.

8.1.3. Technique dependent challenges
Some challenges are related to the techniques used for qual-

ity control. Each technique (see Fig. 2) has its advantages and
disadvantages, briefly explained as follows.

• Learning-based: Clustering and classification algorithms
challenges were discussed in [23,24,31]. Clustering algo-
rithms can be adapted to complex data types and used
to obtain contextual information. However, the number of
clusters is one of the crucial parameters for most clustering
algorithms. Since there is no access to all data in the data
stream, it is almost impossible to specify the number of



M. Mirzaie, B. Behkamal, M. Allahbakhsh et al. Computer Science Review 48 (2023) 100554

8

p
l

9

m
t
a
s

r
a
o
b
b
t
i

clusters, which leads to the production of arbitrary cluster
shapes and difficulty in analyzing the clusters. Classification
algorithms do not need to set the parameter. In the batch,
the data can be tested and classified with reasonable accu-
racy by constructing the model. However, specifying the size
of test data and updating the model are major challenges for
data streams. Furthermore, the computational complexity of
classification methods is higher than clustering algorithms.

• Model-based: Model-based methods use temporal correla-
tion to build the model, and any changes in data distribution
result in low-quality data. The simplicity of these methods
justifies the prevalence of their usage for analyzing data
streams. On the other hand, updating the model is one of the
challenges of these techniques. Specifically, these methods
cannot adapt themselves to the new data distribution when
concept drifts occur.

• Distance-based: As explained in [23–25,27,30,31], these
techniques (also known as nearest neighbor-based) do not
assume any data distribution. Applying these techniques for
different data types is simple since one only needs to define
the appropriate distance criterion. However, it is challenging
to define a suitable distance criterion for complex data. The
computation cost for multivariate data is prohibitive, and
those techniques are thus not suitable for high-dimensional
data. Also, the scalability of these methods is a significant
concern. A threshold value is typically used to detect outliers
in these methods. An inappropriate threshold setting may
result in poor results.

• Rule-based: The rules are identified by a domain expert
in this technique, hence, making the evaluation’s precision
higher than other methods. Since these rules are obtained
by examining the historical data, the corresponding quality
control technique can be performed in a batch or a hybrid
manner. One of the disadvantages of this approach is human
intervention, which may take longer to define the rules
[24,28].

• Instance and schema-based: Constraints for each attribute
are obtained by profiling data items when the schema is
available. Otherwise, they can obtain this by analyzing and
inspecting the data values [56–58]. The schema, which of-
ten exists in batch data, can improve the profiling results’
accuracy. On the other hand, in data streams with no data
schema, the evaluation process becomes onerous, and the
quality of data is usually evaluated by identifying a set of
quality attributes [56–58,61,63,64]. Finding appropriate data
quality attributes suitable for a target dataset is another
challenge in data assessment.

.2. Future research directions

Despite the advances in quality control of data streams, some
roblems are still unsolved. In what follows, a list of these prob-
ems and possible future directions are presented.

• Using hybrid methods to achieve higher accuracy: In some
techniques such as learning-based approaches, data volume
is necessary for reaching an acceptable accuracy level. In
contrast, this is not a challenge for offline approaches, due
to the availability of an appropriate volume of data. Hybrid
methods, because of their reliance on historical data, are
more suitable for evaluating data in real-time, than online
approaches [132,143].

• Distributed architecture, more efficient but less used: The
centralized architecture has been adopted in many approac-
hes. However, researchers should use a distributed architec-
ture due to the high volume of data and the computational
17
constraints and provide an appropriate solution to the fault-
tolerance problem. Distributed architecture can be a good
solution to the high communication cost [76,77,79,86,87,
131–133,136,140,142,149].

• Self-adaptive approaches as a way to recognize the concept
drift: Some approaches use an adaptive solution for quality
control of data streams [24,66,76,77,130,143]. As discussed
before, data distribution may change over time. In this sit-
uation, the algorithm should adapt itself to the changes
in the data distribution. The proposed approach should be
adaptable when the method fails to predict and adapt to
the data distribution, and it is difficult to detect outliers or
evaluate the data.

• Context-awareness — wider view, more accurate detection:
Reliance on local data is not sufficient for increasing the as-
sessment’s accuracy, which implies that global data or meta-
data should be considered. For example, the low-quality
data produced by a specific sensor in a sensor network could
be due to the sensor’s failure. If the assessment algorithm
only considers each sensor’s data individually, it becomes
hard to reach the desired outcome. However, the algorithm
can have better performance if it has access to the data of
other sensors. Due to the small number of context-aware
approaches [86–89] and the importance of the topic as well
as its higher accuracy, approaches should be designed and
assessed that use this technique to evaluate the quality of
data streams.

• Human intervention, better accuracy in batch, and less
velocity in the stream: In some approaches, experts have
to intervene to adjust some of the functional parameters
for improving the accuracy of methods [24,28]. The expert’s
intervention is more applicable and suitable for batch pro-
cessing, while it may be difficult for online processing. It is
expected that the proposed approach either adopts a mech-
anism to minimize this intervention or takes this process in
the shortest possible time in order not to slow down data
processing.

• Quality characteristics as broad variety and choice diffi-
culty: Given that many different quality models have been
proposed, the proper selection of quality attributes should
be domain-specific, since an inappropriate selection and
evaluation may waste time and decrease precision.

• Lack of suitable tools: Providing a proper tool for controlling
the data stream quality in real time is another problem
yet to be solved. As indicated by Gao et al. in [154], the
most commonly used tools only assess the quality of batch
data without considering data streams, while real-time data
stream evaluation is critical for many applications. More-
over, these tools profile the data, only consider the accuracy
and completeness dimensions, and do not evaluate other
quality attributes such as timeliness and consistency.

. Conclusion

Data quality assessment plays a significant role in extracting
eaningful data, especially those from online data sources. With

his paper, we systematically and comprehensively studied the
pproaches proposed in the literature for quality control of data
treams to address the three research questions listed in Table 3.
In the paper, we first provide a classification that catego-

izes approaches based on four dimensions, including goal (qu-
lity assessment, or improvement), method (involving online,
ffline, or hybrid), technique (comprising model-based, distance-
ased, learning-based, rule-based, instance-based, and schema-
ased), and context-awareness level (inherent, system, organiza-
ional, and spatiotemporal). We then review and compare all the
dentified approaches based on classification dimensions.
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Fig. 8. Inclusion process and results.

Next, we graphically present the results based on the clas-
ification dimensions. We observe that quality assessment has
eceived more attention than quality improvement. Moreover,
ue to the fact that calculating distance in a data window is less
ost-effective than when data is completely stored, the distance-
ased techniques have gained greater consideration in the data
tream with online processing. Additionally, hybrid processing
as been gaining more attention than other methods due to its
dvantages, such as using a combination of offline processing
based on historical data) and online processing. Finally, we iden-
ify challenges, findings, and future directions. We divide the
dentified challenges into three categories: source, inherent, and
echnique-dependent, which are discussed together with future
irections in Section 8. According to the analysis of the evolution
f the research reported in the scientific literature over time,
t can be concluded that quality control of data streams has
ttracted great attention in the last two decades, but the main
roblems, i.e., increasing the accuracy of detecting and improv-
ng low-quality data when dealing with tremendous volumes of
eal-time data, are yet to be solved.
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ppendix. Search methodology

earch Methodology
We have conducted our systematic review using the guide-

ines proposed in [155,156], and the procedure described in [155,
56]. The systematic review process includes two main steps of
lanning and conducting, as described below.

lanning Phase
In this phase, we first define the scope of our systematic re-

iew and identify appropriate terms. Then, we specify the search
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engines and select related venues. Finally, we specify the eligibil-
ity criteria in order to plan the data extraction. These steps are
explained as follows.

Defining the scope and terms. The paper’s primary purpose is to
collect broad research topics, summarize and review presented
techniques, and express challenges and future directions. After
defining the ‘‘Quality of data streams’’ as the target scope, we
have identified a set of keywords, which were used as follows:

(Real-time OR distributed OR context-aware OR ‘’) AND (data
stream OR Internet of things (IoT) OR Big data) AND (quality
OR assessment OR evaluation OR methodology OR improvement
OR preprocessing OR cleaning OR outlier detection OR anomaly
detection)

Specifying the search engines. In this step, we select a list
of search engines to access the papers. These engines include
Google Scholar,3 ACM Digital Library,4 IEEE Xplore Digital Li-
brary,5 Springer Link,6 Science Direct,7 DBLP,8 ProQuest,9 OATD,10
and California State University Library.11

Specifying related conferences and journals. To reduce the risk
of missing some related works, we have selected a list of related
venues, i.e., conferences and journals, as provided in Table 9.

Specifying the eligibility criteria. A list of inclusion and exclu-
sion criteria was obtained as listed in Table 10.

Planning the data extraction. To extract the data from the se-
lected papers, we have prepared a list of required items. Table 11
lists these items and the reason for their selection. Regarding the
systematic review, if there is a paper in the pool of papers, it
should be thoroughly reviewed and, if confirmed, the required
data is extracted based on the items mentioned in this table.

Conducting Phase
After defining the search strategy, 396 papers have been re-

trieved, fifteen of which are theses. All papers have been carefully
examined in three steps in this stage, as shown in Fig. 8.

In the first phase, the defined keywords are searched both
in the search engines and the related conferences and journals.
Papers are filtered, and then the paper’s title is inspected, and if
the paper has a related title, it is added to Mendeley software. At
this phase, 399 papers are obtained, of which 15 are theses.

In the second phase, the abstract, the keywords, and the cita-
tions for each of the 399 papers are re-evaluated. After reviewing
the abstract and the keyword and applying the inclusion and
exclusion criteria, we conclude that the study is appropriate and
is selected for reviewing thoroughly. Also, the first conducting
phase is applied to citations, and if the title of the paper is
appropriate, the paper will be added to Mendeley in the current
phase. The number of 58 papers was added to the Mendeley after
inspecting each citation’s title, and finally, The number of 207
papers was included in the papers pool to be adequately studied.

In the final phase, all papers in the papers pool are thoroughly
studied. References and authors of the papers are also reviewed
separately. If the reference is appropriate for the study, it will
be selected. Also, if other authors’ publications are on social net-
works like ResearchGate, Google Scholar, and DBLP, their relevant

3 https://scholar.google.com.
4 https://dl.acm.org/.
5 https://ieeexplore.ieee.org/Xplore/home.jsp.
6 https://link.springer.com/.
7 https://www.sciencedirect.com/.
8 https://dblp.uni-trier.de/.
9 https://pqdtopen.proquest.com/search.html.

10 https://oatd.org/.
11 https://csulb.libguides.com/dissertations.

https://scholar.google.com
https://dl.acm.org/
https://ieeexplore.ieee.org/Xplore/home.jsp
https://link.springer.com/
https://www.sciencedirect.com/
https://dblp.uni-trier.de/
https://pqdtopen.proquest.com/search.html
https://oatd.org/
https://csulb.libguides.com/dissertations
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Table 9
List of related conferences and journals.
Conferences International Conference on Information Quality (ICIQ)

CDOIQ Symposium
The Data Governance and Information Quality Conference
IEEE International Conference on Big Data
IEEE International Conference on Data Mining
IEEE Big Data Congress
International Congress on Internet Of Things (ICIOT)
ICDM: IEEE International Conference on Data Mining
Quality of Information and Communications Technology (QUATIC)
Quality Aspects in Big Data Systems (QABiD)
International Conference On Big Data, IoT, And Data Science
International Conference on Machine Learning and Big Data (ICMLB)
Workshop on Quality of Open Data (QOD)
International Conference on KDD (SIGKDD)
ACM SIGMOD

Journals Journal of Healthcare Quality
Journal of Data and Information Quality (JDIQ)
The International Journal on Very Large Data Bases (VLDB)
International Journal of Sensor Networks
International Journal of Information Quality
IEEE Sensors Journal
ACM Transactions on Sensor Networks
IEEE Transactions on Knowledge and Data Engineering
Data Mining and Knowledge Discovery
IEEE Network
Advances in Data Analysis and Classification
ACM Transactions on Knowledge Discovery from Data
Computer Communications
Computer Networks
Wireless Networks
Wireless Personal Communications
Ad Hoc Networks
Journal of Network and Computer Applications
Big Data Research
Table 10
Eligibility criteria.
Inclusion criteria Exclusion criteria

Articles published in English
between 2000 and 2020.

Papers shorter than four pages.

Papers where the search terms
were found in the title or abstract.

Papers that did not propose any
methodology or framework.

Papers where the full text is
available.

Papers that were not
peer-reviewed.

Table 11
Extracted items and usages.
Item Usage

Title, DOI, Volume, Number, Month, Pages,
Publisher, Venue Title

To describe the paper

Method (Online, Offline, and Hybrid), Goal
(Assurance, Assessment, and Improvement),
Technique (such as learning-based), and
Context

To answer RQ1 in Table 3

Authors name, Countries, Affiliation,
Domain, Year, Paper type (conference,
journal, theses, chapter)

To answer RQ2 in Table 3

Challenges addressed in each paper To answer RQ3 in Table 3

Keywords and Citations To do conducting phase

papers are selected and reviewed, and if it is appropriate, they
will be added to the final pool. A number of 15 papers have
been obtained by inspecting the references and authors. As a
result of this phase, we retrieved 92 papers fully explained and
compared in Section 6. A total of 207 papers were thoroughly
19
studied, and data from 92 papers have been extracted; the results
are discussed in the next section.

Threats to Validity
Our study’s validity has some threats, including the review

process, primary paper selection, and data extraction, which are
explained as follows.

Review process. The review process is the first threat, and one of
the available guidelines should be used to deal with it. Various
guidelines and references were provided, including the review
and search process listed in [156–158], which [156] was selected
as the primary source of guidance.

Primary paper selection. In order to prevent selection bias, pa-
pers were searched in Google Scholar, ACM Digital Library, IEEE
Xplore Digital Library, Springer Link, Science Direct, and DBLP.
To reduce the risk of missing some related works due to relying
on specified search engines, we have selected a list of related
conferences and journals presented in Table 9 and have accessed
their published papers through their websites. Also, to find out
more precisely the theses, several relevant search engines were
listed: ProQuest, OATD, and California State University Library.
Searching for papers in multiple databases can reduce the effect
of paper selection threats.

Data extraction. To prevent data extraction bias, as Kitchenham
et al. [156] stated, different authors should conduct data extrac-
tion independently. The results from the researchers should be
compared to reach a consensus. In this paper, the authors have
also analyzed the results in various sessions to deal with the

threat.
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